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 چکیده

است.  شدهليتبدي بزرگ و صنعتی به ويژه شهر تهران شهرهای در طیمحستيزي مهم هاچالشآلودگی هوا به يکی از  ي اخیرهاسالدر 

 با است، شده عامل آلودگی شهر تهران شناخته نيتریاصلکه به عنوان ( PM2.5)میکرومتر  5/2 از قطر کمتر با معلق ذرات بالاي غلظت

 ثرومبینی به عنوان يک روش زمانی با دقت و سرعت بالا براي پیش-ارائه مدل مکانی .است جبران ناپذيري بر سلامتی انسان همراه راتیتأث

 يهاداده بودن دسترس محاسباتی و در يهايآورفن سريع . رشدباشدیمي مضر هوا هاندهيآلابراي حفاظت از سلامت عمومی در برابر افزايش 

در چارچوب يادگیري ماشین و يادگیري عمیق را  يادهیچیپ يهااست تا مدل محققان فراهم کرده يفرصت را برا نيهوا ا تیفیمربوط به ک

 يک مدل مختلف، زمانی فواصل در PM2.5 غلظت ینیبشیپ . در اين پژوهش با هدفمختلف هوا ارائه دهند يهاندهيغلظت آلا ینیبشیپ يبرا

 سري يهاداده و مکانی در زمانی يهایوابستگو استخراج  حفظ با (GRU) واحد گیت دار بازگشتی بر مبتنی زمانی جديد-مکانی ترکیبی

( LSTMي بلندمدت ماندگار )حافظه( و SVRي رگرسیون ماشین بردار پشتیبان )هاروشارائه شده است و عملکرد آن با  ی هواآلودگزمانی 

به ترتیب  شدهثبتي هواشناسی پارامترهاو  PM2.5ي ندهيآلادر اين پژوهش شامل غلظت ساعتی  استفاده موردي هاداده مقايسه شده است.

یم 1397 اسفند 8 تا 1395 آذر 17ي زمانی ايستگاه هواشناسی سینوپتیک در شهر تهران در بازه 3ايستگاه سنجش آلودگی و  13توسط 

بینی براي پیش را نتیجه بهترين μg/m3 MAE = 5.35 و  RMSE = 7.97 μg/m3ي ارزيابی هاشاخص ارائه شده در اين مقاله با . مدلباشد
 سطح و تعیین را PM2.5 غلظت از تغییرات (R2=  80)درصد  80 تواندیماين مدل . کرده است ي ديگر کسبهاروشآلودگی در مقايسه با 

و در نظر گرفتن  هاستگاهيابراي تمام  زمانهمی نیبشیپي زمانی، هایژگيومدل پیشنهادي با استخراج  کند. همچنین ینیبشیپ را آلودگی

 به کار گرفته شود. مؤثربه طور  هوا آلودگی کنترل و ینیبشیپ براي تواندیمکه  کرده است اثبات ي مکانیهایهمبستگ

 يادگیري ماشین، PM2.5، آلاينده زمانی-مکانی ینیبشیپی هوا، يادگیري عمیق، آلودگ واژگان کلیدی:

                                                             
 نويسنده رابط 
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 مقدمه -1

 تعیین در مهم عامل يک عنوان بهامروزه آلودگی هوا 

 در و شهري مناطق در عمومی سلامت و زندگی کیفیت

 رشد ،ینیشهرنش. است شدهشناخته ،تیپرجمع مناطق

 مصرف شيافزا ،شدن یصنعت گسترش ت،یجمع

 فقدان سوخت، نيیپا تیفیک کنار در یلیفس يهاسوخت

 که است شده باعث کیتراف و کارآمد نقل و حمل ستمیس

شود که  شهر تهرانوارد هواي  ندهيآلا ياديز ريمقاد روزانه

 .[1] یعت ناسازگار استطب 1يیخود پالااين امر با مکانیزم 

به  PM2.5هاي موجود در جو، آلاينده يندهآلادر میان 

ي کوچک اندازههاي هوا، با يندهآلاين ترمهمعنوان يکی از 

ي عمیق ريه نفوذ کرده و موجب هابخشخود به 

 .[2]شود عروقی، متابولیک و سرطان می-اي قلبیهیماريب

به عنوان يک ابزار  تواندیم آلودگی هوا ینیبشیپ

را  خطر معرض در مردم تا کند کمکها دولت قدرتمند به

ينکه بر اکه علاوه  آلودگی هوا مطلع سازد وضعاز 

راهکارهايی در جهت کاهش آلودگی هوا ارائه شود، از 

 .[3]ي آلوده نیز جلوگیري شود هامکانقرارگیري افراد در 

 يبرا يمتعدد مطالعات گذشته، يهادهه طول در

 هوا در هايندهآلا یزمان - یمکان غلظت بینییشپ

بینی آلودگی یشپي هاروشی طورکلبه .است شدهانجام

 3ي آماريهاروشو  2ي قطعیهاروش دسته دوهوا به 

 شاملي قطعی هاروش. [3] شوندبندي مییمتقس

سازي رفتار شیمیايی، یهشبي آلودگی هوا بر پايه سازمدل

باشد. یمها در اتمسفر يندهآلافیزيکی، انتقال و پراکنش 

به دلیل نیاز به دانستن  هاروشنتايج حاصل از اين 

اطلاعاتی نظیر چگونگی پراکنش، ضرايب انتشار آلاينده و 

. [4]ییرپذيري ذاتی اتمسفر، با دقت پايینی مواجه است تغ

ي هامدلهاي قطعی از هاي روشيتمحدودبراي غلبه بر 

است. به  شدهاستفادهبینی آلودگی هوا یشپآماري براي 

بینی آلودگی هوا به دو یشپي آماري هاروشطور کلی 

يی بر هاروشيابی و دروني مکانی بر پايه هاروشدسته 

يی بر پايه هاروششود. یمبندي یمتقسپايه سري زمانی 

براي  يآمار ینزم هاييابی تحت عنوان روشدرون

يابی معکوس درونمانند روش  هوا ي آلودگیسازمدل

                                                             
1 Self-purification 

2 Deterministic method 

3 Statistical method 

و رگرسیون کاربري  [6] 5روش کريجینگ [5] 4داروزن

در تحقیقات گذشته براي تخمین مکانی  [7] 6اراضی

آلودگی در سطح شهر در يک زمان مشخص به کار 

ي بر پايه سري زمانی هاروشي دوم دسته. اندشدهگرفته

ي کلاسیک و هاروشبینی آلودگی شامل یشپبا هدف 

میانگین متحرک خود وش رباشند. یمي نوين هاروش

از  [9]و رگرسیون خطی چندگانه  [8] 7همبسته يکپارچه

محسوب  بینییشپآماري کلاسیک  يهاروشجمله 

عدم  لیبه دل هاروش نيآمده در ا به دستدقت . شوندیم

با  یرخطیغ يهاداده يسازمدلدر  هاروشاين  يیتوانا

  محدوديت مواجه است.

ي شبکه عصبی، يادگیري ماشین و هاروشبه طور کلی 

بینی یشپي نوين هاروشيادگیري عمیق در دسته 

رگرسیون بردار پشتیبان  .[10]گیرند آلودگی هوا قرار می

بینی یشپي رايج در هاروشاز ديگر  و شبکه عصبی

 که دادند نشان( 2001) 8ريتر و پرز. باشندیمآلودگی هوا 

 بینییشپ يبرا( ANN) یمصنوع یعصب شبکه مدل

 تروژنین اکسیديد و( NO) تروژنین دیمونوکس غلظت

(NO2 )کند یم عمل متغیره چند ونیرگرس مدل از بهتر

 هاروش ينترمهم از یکي به قیعم يریادگيامروزه  .[11]

که با موفقیت  است شده ليتبد نیماش يریادگي حوزه در

تصوير، شناسايی  يبندطبقه،  بینايی ماشین يهاحوزهدر 

 .[12] سري زمانی استفاده شده است بینییشپگفتار و 

کیفیت هوا نیز به طور  بینییشپ يوزهحعلاوه بر آن در 

و  9ردي. [15-13]مورد استفاده قرار گرفته است رده تگس

 پکنبر روي شهر  شدهانجامدر پژوهش ( 2017همکاران )

تا  5در  PM2.5بینی غلظت آلاينده به پیش ،کشور چین

ي زمانی ها در فاصلهداده يریکارگبه ساعت آينده با 10

 آنشده در در مدل ارائه اند.پرداخته 2017تا  2015

به  LSTMپژوهش از شبکه بازگشتی عمیق، با معماري 

هاي هاي هواشناسی و غلظت آلاينده در ايستگاهداده همراه

شده است. تحلیل نتايج حاصله سنجش آلودگی استفاده

ي بینی کنندهپیش LSTMنشان داده است که مدل 

هاي هاي سري زمانی نسبت به مدلبهتري براي داده

                                                             
4 Inverse distance weighted (IDW) 

5 Kriging 

6 Land use regression (LUR) 

7 Autoregressive integrated moving average (ARIMA) 

8 Perez and Trier 

9 Reddy 

14



  
ن

ی
لم

 ع
يه

شر
 

ره 
دو

ي، 
دار

 بر
شه

 نق
ون

 فن
م و

لو
ع

هم
د

ره 
ما

 ش
،

3 ،
ند

سف
ا

 
 ماه

13
99

  

 

 

س
ا

 

 باشدرسیون بردار پشتیبان میغیرخطی ديگر نظیر رگ

از ديگر،  یپژوهش در (2018و همکاران ) 1آتیرا .[16]

طريق سه ساختار يادگیري عمیق شامل مدل شبکه 

به  GRUو شبکه  LSTMعصبی بازگشتی، شبکه 

ي هاداده اند.پرداخته PM2.5ي بینی آلايندهیشپ

ي هواشناسی و هادادهتحقیق شامل  آندر  شدهاستفاده

 يستگاها 1498یري شده توسط گاندازههاي يندهآلا غلظت

هاي ي زمانی سالبازهسنجش آلودگی در کشور چین و در 

برابر  2باشد. درصد میانگین مطلق خطایم 2017تا  2015

 GRUبهتر مدل  عملکردگر بیان 43/0با مقدار عددي 

 . [15] باشدیمي ديگر هامدلنسبت به 

بینی آلودگی هوا در کشور ايران و به ويژه شهر یشپ

تهران نیز مورد توجه پژوهشگران متعدي بوده است. کمالی 

( با ارائه مدل ترکیبی از فیلتر پايین گذر 2015و همکاران )

بینی یشپو شبکه عصبی، به  3زوربنکو-کلموگوروف

 هاآندر شهر تهران پرداختند.  PM10هاي گازي و يندهآلا

هاي ورودي شبکه عصبی به با اعمال يک فیلتر در داده

در يک ايستگاه سنجش آلودگی رسیدند  9/0ضريب تعیین 

( 2017) یحاتم و فرد انيمعماردر پژوهشی ديگر  .[17]

 کي از استفاده با PM2.5آلاينده  روزانه بینییشپيک مدل 

 روزانه يهاداده و 4هيلا سه خور شیپ یعصب شبکه

با ( 2017) زاده ینب و جمال. [18]دادند  ارائه یهواشناس

شبکه عصبی  و 5مدلی ترکیبی از درخت تصمیم یريکارگبه

با شاخص ارزيابی  PM2.5 بینی آلايندهیشپ در ياتوسعهبه 

RMSE  به مقدار عدديμg/m3 6/21  [19]دست يافتند. 

بینی آلودگی یشپي انجام شده در حوزه هاپژوهشاز ديگر 

هاي يادگیري ماشین و یري مدلکارگبههوا در شهر تهران با 

ي کائمیان و همکاران هاپژوهشتوان به یميادگیري عمیق، 

 .[21, 20]( اشاره کرد 2019( و زمانی و همکاران )2019)

هاي پیشین، انتشار و پراکنش مطابق با پژوهش

اگر . [10] باشندمیمکانی  ارتباطاتهوا داراي  هاييندهآلا

، شوند و تحلیليه تجز یهوا فقط در حوزه زمان هاييندهآلا

گرفته  دهيممکن است ناد هايستگاها نیو روابط ب راتیتأث

، در نظر گرفته شود یشود. در مقابل، اگر فقط روابط مکان

. شودمیگرفته  دهيبا توجه به زمان ناد هايندهآلاانتشار 

                                                             
1 Athira 

2 Mean absolute percentage error  

3 Kolmogorov-Zurbenko 

4 Feedforward neural network (FNN) 

5 Decision tree 

لازم است که هنگام بررسی کیفیت هوا بنابراين 

در نظر گرفته  هايستگاهامکانی و زمانی  هايیهمبستگ

زمانی -بینی مکانییشپ. در اين پژوهش به [10] شود

ساعت  24در چندين گام جلوتر )تا  PM2.5غلظت آلاينده 

استفاده از گسترشی بر روش يادگیري عمیق با  باآينده(، 

 است.  شدهپرداخته GRUاستفاده از شبکه 

 هاروشمواد و  -2

مورد مطالعه و  يمنطقهدر اين بخش به معرفی 

. شودیماستفاده شده در پژوهش پرداخته  يهاداده

اين در  شدهمطرح يهاروشهمچنین مبانی نظري 

 د شد.نپژوهش تشريح خواه

 موردمطالعهمنطقه  -2-1

شهر تهران به عنوان پايتخت ايران در عرض 

درجه  35درجه شرقی و طول جغرافیايی  51جغرافیايی 

شمالی واقع شده است. شهر تهران داراي هواي نیمه 

درصد و  46خشک و سرد با میانگین سالانه رطوبت نسبی 

از سطح  1712تا  1117در ارتفاع  درجه 38تا  -5دماي 

کوه البرز قرار دارد  یتهران در دامنه جنوب. دريا قرار دارد

 باد جهت .منطقه دارد يدر آب و هوا يیبسزا ریکه تأث

 نيبنابرا. است یشرق جنوب به یغرب شمالسمت  از تهران

 يشهرها از یحت و شهر مختلف نقاط از را هوا یآلودگ باد

 و جنوب به( کرج مانند) تهران یغرب شمال در مستقر

 .کندیم منتقلپايتخت  یشرق جنوب

رو به  ریچند دهه اخ یشهر تهران ط تیوسعت و جمع

انجام شده در  یمل يسرشمار بر اساس. بوده است شيافزا

 برآوردنفر  ونیلیم 69/8 شهر تهران تی، جمع2016سال 

را تشکیل کشور  تجمعی کل از درصد 8/10که  شده است

 8/86 سالانهبا غلظتی  PM2.5 آلاينده. است داده

 از مشاهدات، سال 4 اساس بر) مترمکعب بر کروگرمیم

مقادير  از یتوجه قابل طور به( 2018 تا 2015 سال

 است رفته فراتر 6یجهان بهداشت سازمان دستورالعمل

 يگازها انتشار ،یزليد و ینيبنز هینقل ليوسا. [22]

 دلايل ينترمهم غبار و گرد يهاطوفان و یصنعت ياگلخانه

 .[21] هستند تهران در  PM2.5 يبالا غلظت

                                                             
6 World Health Organization (WHO) 
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و پارامترهای  𝐏𝐌𝟐.𝟓داده غلظت آلاینده  -2-2

 هواشناسی

 13غلظت آلاينده از  يهادادهدر اين پژوهش از 

توسط سازمان کنترل  شدهیه تهايستگاه سنجش آلودگی 

 يهادادهکیفیت هوا در شهر تهران استفاده شده است. 

آذر  17شده به صورت ساعتی و در بازه زمانی  يآورجمع

 عملکرد. به منظور بهبود باشدیم 1397اسفند  8تا  1395

 يهادادهبا قرار دادن يک حد آستانه مناسب  بینییشپ

ین، انحراف پرت حذف شده است. اطلاعات آماري میانگ

 13از پارامتر غلظت آلاينده  ي، بیشینه و کمینهمعیار

از سه و پارامترهاي هواشناسی ايستگاه سنجش آلودگی 

استفاده شده در پژوهش به صورت ايستگاه سینوپتیک 

 .( بیان شده است1جدول )

در غلظت  یرگذارتأثهاي هواشناسی يک عامل پارامتر

. براي مثال در فصل آيندیمبه شمار هوا  هاييندهآلا

وارونگی هوا اتفاق  ييدهپدزمستان با کاهش دماي هوا 

از طرفی  شودیم هايندهآلاو موجب افزايش غلظت  افتدیم

کاهش آلودگی را در پی دارد.  و رطوبتافزايش باد 

دما،  شامل پارامتر هواشناسی 7در اين پژوهش از  ينبنابرا

يا، سرعت و جهت رطوبت نسبی، فشار هواي ايستگاه و در

ايستگاه هواشناسی  3شبنم تهیه شده توسط  ينقطهباد و 

ران و ژئوفیزيک در ايستگاه مهرآباد، شمی شامل سینوپتیک

ي بهيقهطراستفاده شده است. ساعته  3بازه زمانی 

ي هواشناسی بدين گونه است که براي هر هادادهکارگیري 

ين ايستگاه تريکنزدي هادادهايستگاه سنجش آلودگی از 

موقعیت  .است شدهاستفادهسینوپتیک به ايستگاه مربوطه 

 هاييستگاهاسنجش آلودگی به همراه  هاييستگاها

 .شودیم( مشاهده 1سینوپتیک در شکل )

 هایستگاهاآنالیز وابستگی بین  -2-3

را در  PM2.5 آلاينده غلظت یارتباط مکان در اين بخش

 ي. براداده شدقرار  یمورد بررس ستگاهيا 13 نیب

 بياز ضرمکانی بین دو ايستگاه  یهمبستگ یريگاندازه

ه استفاده شد (1) يرابطهمطابق با  رسونیپ یهمبستگ

 .[23]است 

(1)  𝑟𝑖𝑗 =
∑ (𝑆𝑖 − 𝑆𝑖̅)(𝑆𝑗 − 𝑆𝑗̅)𝑡

√∑ 𝑆𝑖 − 𝑆𝑖̅)
2𝑛

𝑖−1 √∑ 𝑆𝑗 − 𝑆𝑗̅)2𝑛
𝑗−1

 

سري زمانی  i ،𝑆𝑗سري زمانی ايستگاه  𝑆𝑖که در آن 

، میانگین مقادير سري زمانی 𝑆𝑖̅و  𝑆𝑗̅و  jايستگاه 

 باشند.یم jو  iهاي يستگاها

نشان داده  (2)در جدول  هايستگاهابین  یهمبستگ

 ريتمام مقاد اين است کهنکته قابل توجه  شده است.

که  باشدیم( P value <0.05) 4/0 بالاتر از یهمبستگ

سنجش آلودگی  هاييستگاهابین  مؤثرارتباط  کنندهیانب

لزوم استفاده از يک  يکنندهیانباين ارتباط مکانی  است.

به جاي  هايستگاهادر  زمانهم بینییشپمدل براي 

مجزا براي هر ايستگاه را به اثبات  هايمدلاستفاده از 

 . [24]رساند یم

مرتبط در مدل  هاييورودعلاوه بر آن استفاده از 

. در اين [25] شودمی بینییشپموجب بهبود عملکرد 

داراي هر ايستگاه از سه ايستگاه  بینییشپپژوهش براي 

 است. شده ايستگاه هدف استفاده با ترين همبستگییشب

 
هاي سنجش آلودگی و موقعیت مکانی ايستگاه -1شکل 

 هواشناسی شهر تهران هايايستگاه

 هاي ورودي مدلمشخصات آماري داده -1جدول 

انحراف  نام پارامتر

 معیار

 کمینه بیشینه میانگین

𝐏𝐌𝟐.𝟓 1 277 32 20 آلاينده 

 3/116 139 360 0 (dd)جهت باد 

 55/1 2 15 0 (ff) سرعت باد

 -29/10 16 40 7 (T)دما 

 -44/5 41/0- 5/9 27 (Td)ي شبنم نقطه

 28/7 862 912 847 (p)فشار ايستگاه 

 21/4 9/846 93/911 89/861 (𝐏𝟎)فشار سطح دريا 

 2052 38 98 3 (U) یرطوبت نسب
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به کار رفته هاي روشدر ادامه به تشريح مبانی تئوري 

و مدل  LSTM، SVRدر اين مقاله همانند روش 

 .پرداخته خواهد شد GRUبر مبناي پیشنهادي 

 (LSTM)شبکه حافظه کوتاه مدت ماندگار  -2-4

از حجم بالاي داده  دنتوانیميادگیري عمیق ي هاروش

را از  هادادهبین  دهیچیپي هایهمبستگاستفاده کرده و 

 LSTMشبکه . [26]د نشناسايی کن مؤثرطريق آموزش 

 هاي باي بازگشتی از دسته روشهاشبکهنوع خاصی از 

نظارت يادگیري عمیق هستند که قادر به حفظ 

صرف نظر کردن از بخشی از  با مدت یطولانهاي یوابستگ

 حل براي حلهرا يکبه عنوان یر ضروري غاطلاعات 

 LSTM شبکه .[27] باشدمی گراديان محوشدگی مشکل

( تا 2در روابط )شده است که یلتشکگیت يا دروازه  3از 

بینی یشپي شبکه براي هاوزن. [28] اندشده یانب( 5)

شوند که اين کار یمی روزرسانبهنی بعدي ي زماهاگام

 باشد. یمي ابتدايی هاگاممستلزم حفظ اطلاعات زمانی از 

(2)  𝑓𝑡 = 𝑠𝑖𝑔𝑚(𝑈𝑓𝑥𝑡 + 𝑊𝑓ℎ𝑡−1 + 𝑏𝑓) 

(3)  𝑖𝑡 = 𝑠𝑖𝑔𝑚(𝑈𝑖𝑥𝑡 + 𝑊𝑖ℎ𝑡−1 + 𝑏𝑖) 

(4)  𝑐𝑡 = 𝑡𝑎𝑛ℎ(𝑈𝑐𝑥𝑡 + 𝑊𝑐ℎ𝑡−1 + 𝑏𝑐) 

(5)  𝑜𝑡 = 𝑡𝑎𝑛ℎ(𝑈𝑜𝑥𝑡 + 𝑊𝑜ℎ𝑡−1 + 𝑏𝑜) 

گیت  𝑖𝑡بیانگر گیت فراموشی،  𝑓𝑡در معادلات فوق، 

 هاوزن 𝑊و  𝑈 سلول حالت،  𝑐𝑡 گیت خروجی، 𝑜𝑡ورودي، 

 شکل در LSTM شبکه يک باشند. ساختارباياس می 𝑏و 

 سلول LSTM شبکه اصلی عنصر. شودیم ( مشاهده2)

 و ساده ساختار با افقی خط يک صورت به که است حالت

قادر  LSTMشود. یم ( مشاهده2) شکل در کم تغییرات

است اطلاعات جديدي را به سلول حالت اضافه يا حذف 

 . رديپذیمها انجام کند که اين کار از طريق گیت

 
 LSTM [28] يک بلوکساختار  -2شکل 

و  0يک عدد بین  به صورت 𝑓خروجی گیت فراموشی 

. براي باشدیمي سیگموئید سازفعالحاصل از لايه تابع  1

𝑓مثال اگر  = 𝑐𝑡 باشد همه اطلاعات در سلول 0 فراموش  

𝑓و اگر  شودیم = . شودیمتمام اطلاعات حفظ باشد  1

اين گیت وظیفه کنترل اطلاعات از گام زمانی  گريدانیببه

قبلی را دارد که اطلاعات حافظه از گام زمانی قبل 

 𝑖ورودي  گیتقرار بگیرند يا خیر.  مورداستفاده

که چه اطلاعاتی در اين وضعیت از  کندیمي ریگمیتصم

اين گیت  واقع دری شوند. روزرسانبهگام زمانی قبلی 

 هايستگاهاضريب همبستگی پیرسون بین  -2جدول  
S13 S12 S11 S10 S9 S8 S7 S6 S5 S4 S3 S2 S1 ايستگاه 

53/0  68/0  71/0  18٫0  78٫0  57٫0  28٫0  15٫0  86٫0  6٫0  16٫0  17٫0  1 S1 

5٫0  15٫0  66٫0  16٫0  17٫0  76٫0  66٫0  14٫0  75٫0  35٫0  64٫0  1 17٫0  S2 

44٫0  5٫0  84٫0  75٫0  55٫0  5٫0  65٫0  5٫0  84٫0  64٫0  1 64٫0  16٫0  S3 

25٫0  25٫0  35٫0  85٫0  95٫0  45٫0  26٫0  75٫0  26٫0  1 64٫0  35٫0  6٫0  S4 

94٫0  26٫0  95٫0  86٫0  46٫0  95٫0  76٫0  35٫0  1 26٫0  84٫0  75٫0  86٫0  S5 

84٫0  25٫0  64٫0  45٫0  35٫0  74٫0  75٫0  1 35٫0  75٫0  5٫0  14٫0  15٫0  S6 

45٫0  56٫0  56٫0  87٫0  87٫0  76٫0  1 75٫0  76٫0  26٫0  65٫0  76٫0  28٫0  S7 

5٫0  95٫0  57٫0  66٫0  77٫0  1 76٫0  74٫0  95٫0  45٫0  5٫0  76٫0  57٫0  S8 

85٫0  66٫0  37٫0  57٫0  1 77٫0  87٫0  35٫0  46٫0  95٫0  55٫0  17٫0  76٫0  S9 

54٫0  46٫0  16٫0  1 57٫0  66٫0  87٫0  45٫0  86٫0  85٫0  75٫0  16٫0  18٫0  S10 

74٫0  75٫0  1 16٫0  37٫0  57٫0  56٫0  64٫0  95٫0  35٫0  84٫0  66٫0  17٫0  S11 

64٫0  1 75٫0  46٫0  66٫0  95٫0  56٫0  25٫0  26٫0  25٫0  5٫0  15٫0  6٫0  S12 

1 64٫0  74٫0  54٫0  85٫0  5٫0  45٫0  84٫0  94٫0  35٫0  44٫0  5٫0  35٫0  S13 
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که آيا در گام زمانی فعلی بايد از اطلاعات  کندیممشخص 

( ترکیب 6مطابق با رابطه ) جديد استفاده شود يا خیر.

خروجی گیت فراموشی در سلول حالت پیشین و خروجی 

گیت ورودي در سلول حالت فعلی، سلول حالت را 

 .[28] کندیمی روزرسانبه

(6) 𝑐𝑡
𝑙 = 𝑓. 𝑐𝑡−1

𝑙 + 𝑖. 𝑐𝑡 

𝑐𝑡−1گیت فراموشی،  𝑓که در آن 
𝑙  ،سلول حالت پیشین

𝑖  گیت ورودي𝑐𝑡 باشد. بدين ترتیب سلول حالت فعلی می

و  شودینم نيگزيجا شدهاضافهي هايوروداطلاعات مهم با 

 گیتحفظ کرد.  تریطولاني دورهآن را براي يک  توانیم

که چه میزان اطلاعات در  کندیممشخص  𝑜خروجی 

چه میزان از اطلاعات گام زمانی سلول حافظه حفظ شود و 

به گام زمانی بعد منتقل  ،با اطلاعات گام زمانی فعلیقبل 

شده داده نشان 7 معادلهبه صورت  وضعیت خروجی .شود

 .[28]است 

(7) ℎ𝑡
𝑙 = 𝑜𝑡 . tanh (𝑐𝑡

𝑙) 

𝑐𝑡گیت خروجی و  𝑜𝑡که در رابطه فوق 
𝑙  سلول حالت

ℎ𝑡 تيدرنها. باشدیمبه روز رسانی شده 
𝑙  ي حافظهاز

 شودیمضرب  𝑜𝑡ی محاسبه و در گیت خروجی روزرسانبه

يک تابع از وضعیت پنهان جديد  به عنوانو بردار خروجی 

 .شودیممحاسبه 

 (GRU)شبکه واحد گیت دار بازگشتی  -2-5

 LSTMییر يافته تغ نسخه به صورت معمولاًاين شبکه 

شود با اين تفاوت که در اين شبکه سلول یمدر نظر گرفته 

نتايج تحقیقات حالت و وضعیت پنهان ادغام شده است. 

ي يکسان اين شبکه هاداده درنشان داده است که گذشته 

 . در[30, 29]دهد یمارائه  LSTMنتايج بهتري به نسبت 

سلول حالت به صورت  LSTMبرخلاف شبکه  GRU شبکه

 از دو گیت به روزتنها ندارد و وجود مجزا و گیت خروجی 

( 9( و )8به صورت معادلات ) 2و بازنشانی 1رسانی

به صورت  پنهان همچنین وضعیتشده است. یلتشک

در اصل  هاگیتشود. اين می داده ( نشان10) يمعادله

                                                             
1 Update gate 

2 Reset gate 

کنند چه اطلاعاتی به خروجی یميک بردارند که تعیین 

 .[31] منتقل شود

(8) 𝑟𝑡 = 𝑠𝑖𝑔𝑚(𝑈𝑟𝑥𝑡 + 𝑊𝑟ℎ𝑡−1 + 𝑏𝑟) 

(9) 𝑧𝑡 = 𝑠𝑖𝑔𝑚(𝑈𝑧𝑥𝑡 + 𝑊𝑧ℎ𝑡−1 + 𝑏𝑧) 

(10) ℎ̂𝑡 = 𝑡𝑎𝑛ℎ(𝑈ℎ𝑥𝑡 + 𝑊ℎ(𝑟𝑡 . ℎ𝑡−1) + 𝑏ℎ) 

به ترتیب  𝑧𝑡و  𝑟𝑡ي پارامترها( 9( و )8در معادلات )

ی روزرسانبهي گیت هيلاي لايه گیت بازنشانی و کنندهانیب

وضعیت پنهان منتخب تنها بر  کهیدرصورت. باشندیم

فعلی باشد، تمامی عناصر گیت بازنشانی  𝑥𝑡مبانی ورودي 

 ℎ𝑡−1ي زمانی هاگامبه صفر نزديک شده و اطلاعات از 

به صورت  GRU. ساختار يک بلوک شودیمکنار گذاشته 

 شود.( نمايش داده می3شکل )

 
 GRU [15] ساختار يک بلوک -3شکل 

محاسبهدر انتها وضعیت پنهان جديد با روشی مشابه 

با اين تفاوت که  ديآیمبه دست  LSTMي سلول حالت 

گیت به روز رسانی مشابه گیت فراموشی  GRUدر شبکه 

گیت فراموشی  GRU در عمل کرده و در واقع LSTMدر 

خروجی شبکه به  و اندشدهو گیت به روز رسانی ادغام 

 .[31] شود( بیان می11صورت معادله )

(11)  ℎ𝑡 = 𝑧𝑡 . ℎ𝑡−1 + (1 − 𝑧𝑡). ℎ̂𝑡 

ي گیت به روز رسانی، دهندهنشان 𝑧𝑡که در رابطه فوق 

ℎ𝑡−1 حالت پنهان پیشین و ℎ̂𝑡  حالت پنهان به روز رسانی

 tدر زمان  GRUدر شبکه  ℎ𝑡. در واقع باشدیمشده 

حاصل از يک تعامل خطی بین وضعیت پنهان پیشین و 

 .[32] باشدیموضعیت منتخب 
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 ماشین بردار پشتیبان -2-6

ی مدل ماشین بردار پشتیبان به دو گروه کلی طورکلبه

 شدهمیتقسي و رگرسیون ماشین بردار پشتیبان بندطبقه

ي رگرسیونی هاروشی از نیبشیپي هامدلاست و در 

. ماشین بردار پشتیبان شودیمبردار پشتیبان استفاده 

. در [33]( ارائه شد 1995توسط وپنیک و همکاران )

به  اولیهمسئله  ،رگرسیونی پشتیبان هاي بردارماشین

 .[34]د شویمبیان  12صورت رابطه 

(12) 𝑓(𝑥) = (𝑤 ∗ 𝜙(𝑥)) + 𝑏                     

، 𝜙(𝑥)شده، بینییشپبیانگر مقدار  𝑓(𝑥) در آن که

 bو  wرامتر یرخطی در فضاي ويژگی )تابع کرنل(، پاغتابع 

. در اين مدل هدف دندهیمبردار وزن و باياس را نشان 

از طريق مدل رگرسیونی است. منظور از  𝑓(𝑥)تعیین تابع 

رگرسیون به دست آوردن يک ابر صفحه است که بر 

ي هر نقطه از فاصله. شودیمبرازش داده  موردنظري هاداده

است. بهترين  موردنظري نقطهخطاي  کنندهانیب ابر صفحه

رگرسیون خطی پیشنهاد برازش ي براروشی که تاکنون 

شده است روش کمترين مربعات است که در حضور 

. دهدیمي پرت عملکرد ضعیفی از خود نشان هاداده

به يک برآوردگر نیرومند نیاز است که نسبت به  نيبنابرا

ي فاصلهتغییرات کوچک حساس نباشد و خطاها را در يک 

قادير مشاهداتی ناديده بگیرد. از اين رو يک تابع معین از م

 .[34]شده است ( تعريف 13جريمه به صورت رابطه )

(13)  𝐿(𝑥, 𝑦, 𝑓) = {
0        𝑖𝑓 |𝑦𝑖 − 𝑓(𝑥)|  ≤ 𝜀
|𝑦𝑖 − 𝑓(𝑥)| − 𝜀         𝑒𝑙𝑠𝑒

 

تجاوز نمايد  𝜀از مقدار  هادادهخطاي  کهیهنگام

شود. مطابق میمتغیري تحت عنوان متغیر کمبود تعريف 

ي محدوده سازنهیبهبه منظور  شدهارائهبا تابع جريمه 

( تعريف 14خطا، تابع خطا به همراه قیود به صورت رابطه )

 .[34] شودیم

(14)  

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
1

2
‖𝑤‖2 + 𝐶 ∑(𝜉𝑖 + 𝜉𝑖

∗ )

𝑙

𝑖=1

 

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 = {

𝑦𝑖 − 𝑤. 𝜙(𝑥𝑖) − 𝑏 =  𝜀 + 𝜉𝑖

𝑤. 𝜙(𝑥𝑖) + 𝑏 − 𝑦𝑖 = 𝜀 + 𝜉𝑖
∗

𝜉𝑖 , 𝜉𝑖
∗ ≥ 0

 

𝜉𝑖  و 𝜉𝑖ي رهایمتغ
 باشندیمي کمبود رهایمتغ، معرف ∗

یمرا تعیین  𝜀که حد بالا و پايین خطا با توجه به انحراف 

. باشدیمي خطا جملهمعیار جريمه براي  𝐶. همچنین کند

ي از طريق استفاده از ضرايب سازنهیبهدر نهايت حل مسئله 

 .[35]( خواهد بود 15لاگرانژ به صورت رابطه )

(15)  𝑓(𝑥) = ∑ 𝛼𝑖̅

𝑁

𝑖=1

. 𝜙(𝑥𝑖)
𝑇 . 𝜙(𝑥) + 𝑏 

بیانگر میانگین دو ضريب  𝜙(𝑥)و  𝛼𝑖̅در رابطه فوق 

ی مسائل غیرخطی نیبشیپ. براي دنباشیملاگرانژ و کرنل 

ي ورودي به ابعاد دادهاز تابع کرنل مشخص براي نگاشت 

. به اين ترتیب که در فضاي بالاتر شودیمبالاتر استفاده 

. يکی از توابع شودیمی به خطی تبديل رخطیغمسئله 

است که  1تابع کرنل شعاعی SVRکرنل متداول در مدل 

  .[35] شودیم( نمايش داده 16به صورت رابطه )

(16)  𝑘(𝑥, 𝑥𝑖) = exp (−
‖𝑥−𝑥𝑖‖2

2𝛿2
)  ,

1

2𝛿

2
= 𝛾 

ضريب کرنل است و هر چه  𝛾در اين تابع پارامتر 

ي داشته باشد موجب بیش برازش مدل و تربزرگمقدار 

 .[35] شودیمافزايش خطا 

 سازییادهپ-3

در اين بخش، به بیان معماري ارائه شده بر مبناي 

هاي ي آن با روشو پیاده سازي و مقايسه GRU روش

LSTM  وSVR .پرداخته خواهد شد 

معماری توسعه داده شده بر مبنای شبکه  -3-1

GRU ای های مقایسهو روش 

( 4شکل ) ارائه شده درمدل معماري کلی ساختار 

غلظت هاي . ورودي شبکه دادهنشان داده شده است

ايستگاه هدف به همراه  [0,1] يبازهنرمال شده در آلاينده 

ترين همبستگی با ايستگاه هدف در یشبايستگاه داراي  3

گاه در کنار پارامترهاي هواشناسی نرمال شده آن ايست

پس از ساخت ماتريس . باشدیمیر زمانی تعیین شده تأخ

زمانی  هاييژگیوبا هدف استخراج  GRUدو لايه ورودي 

در اين بخش  قرار داده شده است.از اطلاعات سري زمانی 

                                                             
1 Raial baiss function (RBF) 
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زمانی و مکانی با در نظر  هاييژگیواستخراج خودکار 

با حفظ  هايستگاهامکانی بین  هايیوابستگگرفتن 

گیرد. پس از آن يک یمطولانی مدت صورت  هايیگوابست

 بینییشپدر نهايت متصل قرار گرفته است.  تماماًلايه 

به طور  ايستگاه سنجش آلودگی 13غلظت آلاينده براي 

 .شودانجام می t+1, t+2,.., t+24هاي براي زمان زمانهم

بینی یشپيک پارامتر مهم در مدل  1یر زمانیتأخ

یر زمانی طولانی موجب افزايش تأخشود. یممحسوب 

یر تأخپارامترهاي غیر مرتبط به مدل شده و در مقابل 

بینی یشپتواند ورودي مناسبی براي مدل ینمزمانی کوتاه 

یر تأخ ،[24, 3]باشد بدين منظور با توجه به تحقیقات 

 ساعت تنظیم شده است. 8زمانی بر روي عدد 

 
 ساختار کلی مدل پیشنهادي -4شکل 

شده استفاده  حذف تصادفی کیتکن در اين پژوهش از

 یشبکه با حذف تصادف کي يکه در آن معمار است

، در هر تکرار اصلاح بکهو اتصالات پنهان از ش هانورون

 تواندینمنورون  کيکه اين به دلیل، روشاين  در. شودیم

يک  رودیم، انتظار باشد یمتک گريد يهابه حضور نورون

که اين فرايند  ردیاد بگيرا  يترمقاوم هاييژگیونورون 

                                                             
1 Time lag 

توقف زودهنگام . [36] شودیمموجب بهبود عملکرد شبکه 

 ش شبکهبیش برازاست که از  يیهاکیاز تکن گريد یکي

کند و در اين پژوهش مورد استفاده قرار یم يریجلوگ

 يهادادهمدل در مجموعه  کي. اگر عملکرد گرفته است

بهبود  هادورهاز  يارینتواند بعد از تعداد اخت یاعتبارسنج

روش به هنگام . کندیمآموزش را متوقف  روش ني، اابدي

ها که به معنی کاهش اختلاف بین مقادير سازي وزن

ساز ینهبهواقعی و پیش بینی شده است، توسط الگوريتم 

هاي بسیاري همانند شود. تاکنون الگوريتمیمانجام 

Adadelta ،Adam ،Adragrad ،RMsprop  اندشدهمعرفی 

جب افزايش سرعت که انتخاب الگوريتم مناسب مو

 .[37]شود یميادگیري شبکه 

ي محبوب براي تعیین فراپارامترهاي هاروشيکی از 

اين  ازوکارسي نام دارد. اشبکهي وجوجستشبکه، الگوريتم 

ي پارامترهااي از روش به اين ترتیب است که مجموعه

را  سازنهیبهي هاتميالگور، هادستههمانند سايز  موردنظر

 پارامترهاي متفاوت از اين هابیترکدريافت کرده و مدل را با 

تا در نهايت پارامتر بهینه با کمتر شدن تابع  دهدیمآموزش 

روش محاسباتی  نيترکاملخطا مشخص شود. اين روش 

. در اين [38]ي شبکه است نهیبهي پارامترهابراي تعیین 

ي آموزش مدل پارامترهاي نهیبهپژوهش به منظور تعیین 

از  هادستهي و تعداد سايز سازنهیبهي هاتميالگورشامل 

است. لازم به  شدهاستفادهي اشبکهي وجوجستالگوريتم 

ي جست و جو به منظور محاسبه محدودهذکر است که 

تعیین شده  [39, 20, 3]یقات مقادير بهینه بر اساس تحق

کند که چه پاسخی به جواب یماست. تابع هزينه مشخص 

 MAEتر است که در اين پژوهش از تابع هزينه يکنزدبهینه 

اده شده است. جزئیات فرا پارامترهاي مدل ارائه شده در استف

 ( نمايش داده شده است.3جدول )

 يهاروشبه منظور ارزيابی عملکرد مدل پیشنهادي، 

 مورد استفاده قرار گرفته اند. SVRو  LSTM اييسهمقا

به عنوان سال کامل  2ي زمانی در بازهها درصد داده 80

 يدادهها به عنوان هدرصد داد 20ي آموزشی و داده

ي آموزشی و دادهي بازه. آزمايشی تعیین شده است

به منظور مقايسه عملکرد  شده ارائهآزمايشی در سه روش 

، يکسان در نظر گرفته شده است. لازم به ذکر هاروش

بار تکرار شده و نتايج ارزيابی به  3است که هر آزمايش 

 شده است.ها در نظر گرفته يشآزماصورت میانگین 
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هر ايستگاه به همراه اطلاعات  LSTMروش در 

 و شودیمهواشناسی مربوطه به عنوان ويژگی وارد شبکه 

ساعت در نظر  8، مقدار GRUیر زمانی همانند روش تأخ

 8 عدد برابر مدل در هایژگيو تعداد گرفته شده است.

 پارامتر 7 همراه به نظر مورد ستگاهيا ندهيآلا ريمقاد انگریب

 ،16 دسته زيسا با شبکه نيا يمعمار. باشدیم یهواشناس

 LSTM هيلا دو از Adagrad سازنهیبه و MAE نهيهز تابع

 هيلا کي همراه به Tanh ساز فعال تابع و نورون 16 با

Dropout براي . است شدهلیتشک متصل تماماًلايه  و

 تميالگور از هادسته زيسا و سازینهبه يپارامترها نییتع

 تعداد نیهمچن. است شده استفاده ياشبکه يجو و جست

 روش قيطر از ساز فعال تابع و LSTM هيلا هر يواحدها

 . است شده نییتع خطا و آزمون

 GRUبر اساس  ارائه شده مدل ماتیتنظ -3 جدول

 مقدار پارامتر

 GRU 2 تعداد لايه 

 GRU 32-32 تعداد بلوک 

 2 متصل تماماًتعداد لايه 

 1-24 ی بر حسب ساعتنیبشیپزمان 

 tanh تابع فعالیت
 MAE تابع هزينه

 800 دورهتعداد 

 32 هادستهسايز 

 10% حذف تصادفی

 Adagrad سازنهیبهتابع 

شامل غلظت آلاينده ايستگاه هدف  SVRورودي مدل 

باشد. همچنین مشابه یمبه همراه پارامترهاي هواشناسی 

بینی براي هر ايستگاه جداگانه انجام یشپ LSTMروش 

پارامترهاي اين مدل شامل ضريب کرنل، پارامتر شود. یم

( به ترتیب ε( و پارامتر دقت )cي خطا )ي جملهجريمه

شده است. جست در نظر گرفته 0٫1و  0٫0004، 100عدد 

بار  10و جوي پارامترها از طريق اعتبار سنجی متقابل با 

شده است. لازم به ذکر است که براي  انجامتکرار 

 ي بزرگبازهيک پارامترها ابتدا مقادير آن در  سازيینهبه

ها، انتخاب و پس از پیدا کردن محدوده تقريبی جواب

. در مدل رگرسیون [40]شود تعیین می يترکوچکي بازه

هاي مختلفی همانند کرنل ماشین بردار پشتیبان از کرنل

گوسی و کرنل شعاعی درجه دوم، کرنل خطی، 

شود که در اين بین در تحقیقات اي استفاده میچندجمله

 ،بینیهدف پیش براي 1مختلف کرنل گوسی شعاعی

در اين مدل از  بر اين اساس .[41]عملکرد بهتري دارد 

 .کرنل گوسی شعاعی استفاده شده است

 نتایج بحث و -4

هاي ارائه شده از براي ارزيابی عملکرد مدل

میانگین و  2ارزيابی جذر میانگین مربعات خطا يهاشاخص

شده به مقادير  بینییشپکه نزديکی مقادير  3خطا مطلق

( و 17به صورت روابط ) ،کندیم یريگاندازهمشاهداتی را 

و  هيتجز يبرا. همچنین [3] استفاده شده است( 18)

و  نییتع بيمختلف، ضر يهامدل بینییشپقدرت  لیتحل

کار به ( 20( و )19مطابق با روابط ) زینضريب همبستگی 

 .[42] گرفته شده است

(17) RMSE = [
1

n
∑(Pi − Oi)

2]

n

1

1/2

 

(18) MAE =
1

n
∑|Pi − Oi|

n

1

 

(19) R2 = 1 −  
∑ [Pi − Oi]

2n
i−1

∑ [Pi − O̅]2n
i−1

 

(20) 

𝑟

=
∑ (𝑃𝑖 − 𝑝̂𝑖)(𝑂𝑖 − 𝑂̅)𝑡

√∑ (𝑃𝑖 − 𝑝̅)2𝑛
𝑖−1 √∑ 𝑂𝑖 − 𝑂̅)2𝑛

𝑖−1

 

 فوق بینی در روابطهاي پیشجهت اعتبار سنجی مدل

N هادادهکننده تعداد یانب ،𝑂𝑖  ،مقادير مشاهداتی𝑃𝑖 

یممیانگین مقادير مشاهداتی  𝑂̅مقادير برآورد شده و 

بینی غلظت آلاينده بر اساس یشپ( نتايج 4. جدول )باشد

هاي ارزيابی ضريب تعیین و ضريب همبستگی شاخص

ايستگاه سنجش آلودگی در  13براي يک ساعت آينده در 

  دهد.مدل پیشنهادي را نمايش می

طابق با جدول مبینی در يک ساعت آينده براي پیش

و ضريب  0٫96( ايستگاه ستاد بحران با ضريب تعیین 4)

 0٫62ين نتیجه و ايستگاه گلبرگ با بهتر 0٫98همبستگی 

 13ترين نتیجه را در بین یفضع 0٫8و ضريب همبستگی 

ايستگاه سنجش آلودگی کسب کرده است. مقادير 

                                                             
1 Radial basis function 

2 Root mean square error (RMSE) 

3 Mean absolute error 
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يک بخش بینی شده در مقابل مقادير مشاهداتی در پیش

ي آزمايشی در ايستگاه ستاد بحران و گلبرگ به هادادهاز 

 .( ارائه گرديده است6( و )5)صورت شکل 

 GRUبینی در روش پیشنهادي بر اساس یشپنتايج مدل  -4جدول 

 R-Squared R-coefficent نام ایستگاه

 0٫95 0٫89 شهر ري

 0٫91 0٫78 4شهرداري منطقه 

 0٫91 0٫82 پیروزي

 0٫9 0٫77 پونک

 0٫8 0٫62 گلبرگ

 0٫98 0٫96 ستاد بحران

 0٫78 0٫75 21منطقه شهرداري 

 0٫84 0٫69 مسعوديه

 0٫88 0٫77 شادآباد

 0٫91 0٫83 شريف

 0٫9 0٫8 مدرس

 0٫93 0٫83 صدر

 0٫91 0٫87 اقدسیه

بینی یشپ( نزديکی مقادير 6( و )5مطابق با اشکال )

ي آزمايشی، عملکرد دادهشده به مقادير مشاهداتی در 

خوب مدل پیشنهادي را در ثبت تغییرات غلظت آلاينده 

. اما بايد به اين نکته توجه داشت که مدل دهدنشان می

ناگهانی در غلظت بالاي  يفرودهادر فراز و  بینییشپ

را از دست داده است و علت  بینییشپآلودگی قدرت 

ه اين ب توانیمپايین بودن دقت در ايستگاه گلبرگ را 

عامل نسبت داد اما با اين وجود روند تغییرات غلظت 

 يداده. اما در بینی کرده استآلاينده را به درستی پیش

با دقت بسیار  بینییشپبحران،  آزمايشی ايستگاه ستاد

ناگهانی بسیار شديد و تغییرات  وبالايی انجام شده 

 مشاهده نشده است.

بینی یشپدر  SVRو  GRU ،LSTMهاي عملکرد مدل

ي هاشاخصساعت آينده با  24تا  1غلظت آلاينده از 

به صورت جدول  MAEو  RMSEارزيابی ضريب تعیین، 

ي هاروششود. لازم به ذکر است که در یم( مشاهده 5)

LSTM  وSVR  بینی بر روي هر ايستگاه جداگانه یشپکه

هاي هر ايستگاه انجام شده است، معیارهاي ارزيابی داده

 شده است.شده و میانگین آن در جدول مذکور ارائهمحاسبه

 
 ي مشاهداتی ايستگاه گلبرگدر مقابل داده GRUپیشنهادي بر اساس شبکه شده توسط  بینیي پیشي غلظت آلايندهمقايسه -5شکل 

 
 ستاد بحراني مشاهداتی ايستگاه در مقابل داده GRUپیشنهادي بر اساس شبکه شده توسط  بینیي پیشي غلظت آلايندهمقايسه -6شکل 

 بینی مختلفیشپي زمانی هاگامدر  SVRو  GRU ،LSTMبینی آلودگی یشپهاي مقايسه مدل -5جدول 

R Squared  MAE ( 𝜇𝑔/𝑚3)  RMSE (𝜇𝑔/𝑚3) Prediction 

Time SVR LSTM GRU  SVR LSTM GRU  SVR LSTM GRU 

7٫0  76٫0  8٫0   10٫7  93٫5  53٫5   81٫9  95٫8  79٫7  1 h 

35٫0  95٫0  66٫0   29٫8  1٫8  72٫7   54٫11  63٫11  53٫01  2 h 

54٫0  25٫0  55٫0   68٫9  19٫8  94٫8   16٫21  66٫21  20٫21  3 h 

73٫0  24٫0  5٫0   95٫01  57٫9  37٫9   05٫31  79٫31  8٫21  4 h 

23٫0  73٫0  44٫0   11٫11  22٫01  26٫9   90٫41  85٫41  24٫31  5 h 

82٫0  43٫0  83٫0   93٫11  35٫01  10٫01   74٫51  68٫41  10٫41  6 h 

71٫0  32٫0  52٫0   4٫21  45٫11  73٫11   76٫61  18٫51  55٫51  12 h 

20٫0  21٫0  71٫0   87٫31  56٫21  54٫21   21٫71  37٫61  86٫61  24 h 

22



  
ن

ی
لم

 ع
يه

شر
 

ره 
دو

ي، 
دار

 بر
شه

 نق
ون

 فن
م و

لو
ع

هم
د

ره 
ما

 ش
،

3 ،
ند

سف
ا

 
 ماه

13
99

  

 

 

س
ا

 

شود، براي ( مشاهده می5که در جدول ) طورهمان

در  پیشنهاديروش براي بینی در يک ساعت آينده یشپ

، شاخص 0٫8ي ديگر با ضريب تعیین هاروشمقايسه با 

MAE  وRMSE  مقاديربا  μg/m3 5٫35 و μg/m3 

ضريب تعیین و  نيترشیببا اختلاف کمترين خطا،  7٫97

ضريب همبستگی را در برداشته است. پس از آن 

در  RMSEو  MAEي ارزيابی ضريب تعیین، هاشاخص

و  μg/m3 5٫93، 0٫76داراي مقادير  LSTMروش 

 μg/m3 8٫59  و در روشSVR  0٫7داراي مقادير ،

 μg/m3 7٫10  وμg/m3 9٫18 به طور کلی . باشدیم

ي يادگیري عمیق نتايج بهتري نسبت به روش هاروش

SVR .به دست آورده است 

( نمودارهاي پراکندگی مقادير 9( تا )7اشکال )

ي هادادهي مشاهداتی در هادادهبینی شده در مقابل یشپ

 LSTM ،SVRآزمايشی ايستگاه ستاد بحران براي دو روش 

 دهند. یمرا نمايش  GRUو روش پیشنهادي بر اساس 

 
شده و مقادير  بینییشپنمودار پراکندگی مقادير  -9شکل 

 (SVR)روش  مشاهداتی

بینی شده و یشپارتباط بین مقادير  نمودارهااين 

مقادير واقعی را به صورت يک معادله خطی درجه اول 

ین قرمز چخط 9 تا 7در نمودار اشکال نمايش داده است. 

هرچه میزان باشد. یمنیم ساز ربع اول  x=yبیانگر خط 

انحراف خط رگرسیون نسبت به خط نیم ساز ربع اول 

بینی یشپکمتر باشد در آن صورت توانايی مدل در 

شود و به دنبال آن مقادير شاخص بیشتر میهوا گی آلود

 1عدد ارزيابی ضريب تعیین و ضريب همبستگی نزديک 

شود یم( مشاهده 7که در شکل ) طورهمان د شد.نخواه

تراکم نقاط در نمودار پراکندگی حول خط نیم ساز ربع 

بینی یشپاول است که توانايی بالاي مدل پیشنهادي در 

 دهد.يستگاه ستاد بحران را نمايش میغلظت آلاينده در ا

 گیرییجهنت -5

 را ايیشرفتهپ يهامدل محققان ر،یاخ يهاسال در

در اين  .اندداده شنهادیپ هوا ندهيآلا غلظت بینییشپ يبرا

هاي يادگیري عمیق و يادگیري ماشین پژوهش مدل

یشنهادي بر مبناي پبا يک مدل  SVRو  LSTMهمانند 

GRU  با حفظ  يشنهادیپ روش .اندشدهمورد مقايسه واقع

 یمکان هايیهمبستگ تواندیم هاي طولانی مدتیوابستگ

و  خودکار طور به هوا ندهيآلا غلظت يهاداده در را زمانی و

 .کند استخراج مؤثر

نتايج به دست آمده از اين پژوهش حاکی از برتري 

با شاخص ارزيابی  GRUزمانی -مکانیپیشنهادي روش 

RMSE  وMAE برابر مقدار  μg/m3 7٫97 و μg/m3 

با ضريب  پیشنهادي مدل ن،يا بر علاوهباشد. یم 5٫35

 بر را هوا یآلودگ سطح از درصد 80تواند یم( 0٫8تعیین )

مدل و در واقع  کرده بینییشپ PM2.5 غلظت اساس

زمانی، در -هاي مکانیبا لحاظ کردن وابستگیپیشنهادي 

 
 شده و مقادير مشاهداتی بینییشپنمودار پراکندگی مقادير  -7شکل 

 (GRUپیشنهادي بر اساس شبکه  )روش

 
 شده و مقادير مشاهداتی بینییشپنمودار پراکندگی مقادير  -8شکل 

 (LSTM)روش 
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قادر به هاي پیچیده سري زمانی و استخراج ويژگی

 باشد. یمالگوي تغییرات غلظت آلاينده شناسايی 

به ( 2019زمانی و همکاران )مدل ارائه شده توسط در 

یري مدل کارگبهبا  PM2.5 بینی غلظت آلايندهیشپ منظور

LSTM شاخص ارزيابی  بر اساسRMSE  وMAE  مقدار

μg/m3 13٫58 و μg/m3 9٫93 گزارش شده است 

کائمیان و  همچنین نتايج مدل ارائه شده توسط. [21]

 9آلاينده در  ظتغلبینی یشپ جهت( 2019همکاران )

ايستگاه سنجش آلودگی شهر تهران با استفاده از مدل 

LSTM ارزيابی  هايشاخصي مبنا برRMSE  وMAE 

گزارش شده  μg/m3 6٫21  و μg/m3 8٫91برابر مقدار 

نتايج مدل پیشنهادي که نشان دهنده برتري . [20] است

در مقايسه  GRU شبکه بازگشتی در اين پژوهش بر اساس

 باشد.یم [20]و  [21]ي هاپژوهشبا 

هاي قبلی براي ارائه شده در اين پژوهش از داده مدل

کند و فقدان داده در یمبینی مقادير آينده استفاده یشپ

و  هادادهخوردن توالی و ترتیب  به همسري زمانی موجب 

شده است. در  بلندمدتبینی در یشپکاهش قدرت 

یرگذار بر تأثدن پارامترهاي ي آينده با افزوهاپژوهش

هاي کمکی همانند پارامترهاي آلودگی هوا به عنوان داده

بینی یشپتوان دقت مدل یمترافیک و عمق نوري هواويز 

 را افزايش داد.
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