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 Fuzzyروشبر اساس های زمانی سریبندی توافقی ی یک روش خوشهارائه 

C-Means و الگوریتم انبوه ذرات 

 2، محمدسعدی مسگری1*زاهده ایزکیان
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 (1399تیر ، تاريخ تصويب 1399 ارديبهشت)تاريخ دريافت  

 چکیده

هاي هاي پیچیده همچون سريهاي جمع آوري اطلاعات و فراهم شدن حجم عظیمي از دادهپیشرفت فناوريهاي اخیر با در سال

کاوي هاي مختلف دادهشود. از میان روشهايي مناسب به منظور تجزيه و تحلیل اين نوع داده بیش از پیش احساس ميزماني نیاز به روش

هاي بزرگ و استخراج اطلاعات مفید توجه بسیاري از محققین علوم زي مجموعه دادهها با هدف ساده سابندي دادهموجود تکنیک خوشه

بندي هايي است که پیش از آغاز فرآيند خوشهترين چالشي انتخاب تابع فاصله يکي از مهمکامپیوتر را به خود جلب کرده است. مسئله

سب يک مجموعه داده به شناخت ماهیت داده پیش از انجام عملیات ي مناگیرد. انتخاب تابع فاصلههاي زماني مورد توجه قرار ميسري

ها و نقاط ي مختلفي با ويژگيباشد. از سويي ديگر تاکنون توابع فاصلهباشد و از اين رو امري پیچیده و زمانبر ميبندي وابسته ميخوشه

-ي يک روش خوشهشنهاد داده شده است. چگونگي ارائههاي زماني پیگیري میزان تفاوت/شباهت میان سريقوت متفاوت به منظور اندازه

ها پیش از آغاز فرآيند ي مختلف به طور همزمان و بدون نیاز به شناخت ماهیت دادههاي توابع فاصلهبندي با قابلیت بهره جستن از ويژگي

بندي بندي با ترکیب روش خوشهوشهباشد. به منظور حل اين مسئله در اين تحقیق يک روش خبندي، چالش اصلي اين تحقیق ميخوشه

Fuzzy C-Means (FCMو الگوريتم شناخته شده )( ي مبتني بر هوش جمعي انبوه ذراتPSOبا هدف استفاده از توابع فاصله ) ي مختلف با

ي حاصل ت که نتیجهاي بوده اسبندي پیشنهاد داده شد. انتخاب تابع هدف در اين مطالعه به گونههاي متفاوت در حین فرآيند خوشهوزن

 ارائه بنديخوشه روش ديگر عبارت ي مختلف داشته باشد. بهبندي حاصل از توابع فاصلهبندي بیشترين اشتراک را با نتايج خوشهاز خوشه

 پیشنهادي روش .باشدمي مختلف يفاصله توابع میان توافق حاصل نتیجه که باشدمي توافقي بنديخوشه روش يک تحقیق اين در شده

هاي زماني ي شناخته شده از سريي مختلف بر روي هفت سري مجموعه دادهبا در نظر گرفتن سه تابع فاصله تحقیق اين در شده ارائه

 85سازي شد و با پنج روش ديگر مقايسه گرديد نتايج حاصل از اين مقايسه نشان داد روش ارائه شده در اين تحقیق در بیشتر از پیاده

 ها عمل کرده است.رد بهتر از ساير روشدرصد موا

  ، الگوريتم انبوه ذراتبندي، تابع فاصله، سري زماني، اطلاعات مشترک نرمال شدهکاوي، خوشهداده واژگان کلیدی:
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 مقدمه -1

رويداد در فواصل زمااني برابار مقادير ثبت شده از يک 

اي از اعداد نمايش داد کاه ايان توان به صورت دنبالهرا مي

 لیاتحل و هياتجزشود. امروزه دنباله سري زماني نامیده مي

 هيتجز . داردزيادي  کاربرد مختلف علوم در هااين نوع داده

 يدیامف اطلاعااتهواشناسي  در يزمان يهايسر لیتحل و

تغییرات آب و هاوايي در اخیاار متخصصاان  يچگونگ از را

باه  مناساب مدل کي برآورد موجبهواشناسي قرار داده و 

و  3و  2و  1] گارددماي هواشناساي يهاينیبشیپمنظور 

. در اقتصاد تجزياه و تحلیال ايان ناوع داده در بررساي [4

 ينایب شیپاي میزان تورم، تغییرات قیمت کالاها، محاسبه

 و  6و  5] گیاردو غیره مورد استفاده قرار ماي سهام متیق

-انواع ديگاري از ساري ينگار لرزه يها داده. [9و  8و  7

شناساي ي زلزلهباشند که متخصصین حوزههاي زماني مي

هااي ها به بررسي چگاونگي رفتاار لاياهبا تحلیل اين داده

. جمعیات شناساان باا [11و  10] پردازندداخلي زمین مي

هاي متاوالي باه بررسي تغییرات جمعیت در سالتحلیل و 

ها ي ساختار مهاجرتي انساناطلاعات ارزشمندي در زمینه

. علاوه بر ايان تحلیال ايان ناوع [13و  12]يابنددست مي

ي و غیاره نیاز مهندسا و يپزشاک ،ييايادر علوم ها درداده

 .[18و  17و  16 و  15و  14]کاربردهاي فراوان دارد 

 مانناد اطلاعاات يآور جماع فنااوري شرفتیپامروزه 

 از يادياز زانیام سیستم تعیین موقعیت جهااني و ليموبا

 فاراهمرا  يزماان هااييسار مانناد يزمان-يمکان هايداده

-داده هاايروش از استفاده به ليتما کرده است، از اين رو

بایش از گششاته  دیامفالگوهاي  استخراج به منظور کاوي

 شود.احساس مي

تارين هااي زمااني از مهامبنادي ساريتکنیک خوشه

بندي کاوي است که با هدف کشف و گروههاي دادهتکنیک

. [19] شاودهايي با ساختار و روند متشابه استفاده ميداده

کند کاه اي عمل ميکارآمد به گونه بندييک روش خوشه

هاي موجود در يک گروه بیشترين شباهت را نسبت به داده

هااي هاي موجود در گروهرا با دادههم و بیشترين اختلاف 

-. به طور کلي هدف اصلي خوشاه[20] ديگر داشته باشند

ي بندي ساده سازي و خلاصاه کاردن ياک مجموعاه داده

باشاد و ايان بزرگ به کمک خوشاه هاا و مراکاز آنهاا ماي

تکنیک نقش مهمي را در کشاف اطلاعاات ارزشامند ايفاا 

-موجود در خوشاهترين مسائل از مهم .[20و  19] کندمي

گیاري میازان شاباهت میاان هاي زماني اندازهسري بندي

-ي مناسب ميها يا به عبارت ديگر انتخاب تابع فاصلهداده

ي مختلفاي باه منظاور ارزياابي باشد. تاکنون توابع فاصاله

هاي زمااني پیشانهاد داده شاده میزان شباهت میان سري

هااي در سريبه طور کلي توابع فاصله مورد استفاده است. 

 2و آمااري 1، الاستیکnorm-Lpزماني به سه گروه فواصل 

شوند. فواصل منهتن، اقلیدسي و چبیشاف بندي ميتقسیم

گیاري میازان فاصاله میاان هاي اندازهترين تکنیکاز مهم

 Lp-normباشند کاه در گاروه فواصال هاي زماني ميسري

تواباع . در تحقیقاات متعاددي از ايان [21]گیرند قرار مي

ها استفاده شاده فاصله به منظور بررسي شباهت میان داده

شااعري و و  [22]شريف و همکااران  2010در سال  است.

ي قابال اساتفاده ي توابع فاصالهبه مطالعه [23]همکاران 

 پرداختاه و ي اقلیدسايبراي خطوط سیر همچاون فاصاله

را ماورد بحاو و بررساي قارار نقاط مثبت و منفي هريک 

هااي ابتدا ساري همکاران و Vlachos، 2003در سال  دادند.

زماني را با استفاده از تباديل موجاک باه ف ااي جديادي 

و  K-Means و ساپ  باا اساتفاده از الگاوريتم انتقال داده

هاا پرداختناد بنادي دادهي اقلیدسي به خوشاهتابع فاصله

[24].  D'Urso بااه منظااور  2009و همکاااران در سااال

هاا را باا اساتفاده از هاي زماني ابتدا دادهسريبندي خوشه

به ف اي جديادي منتقال کارده و ساپ   3اوتوکورولیشن

هاي زماني انتقال يافته را باا اساتفاده از فواصل میان سري

 وNanda  .[25] ي اقلیدساي محاسابه نمودنادتابع فاصله

ي اقلیدسااي بااه از تااابع فاصااله 2010همکاااران در سااال 

هاي زماني بازار سهام گیري فواصل میان سريمنظور اندازه

-Fuzzy C هاااياسااتفاده کردنااد. در اياان تحقیااق روش

Means ،Means-K و SOM
بنادي ايان به منظور خوشه 4

ها مورد استفاده قرار گرفتناد و نتاايج حاصال برتاري داده

و همکااران  Yuan .[26] نشان دادناد را K-Means روش

هايي همچاون پیچیادگي ويژگيبا توجه به  2016در سال 

زماني، قابلیت حشف نويز، تعاداد پارامترهااي ماورد نیااز و 

ترين معیارهااي شاباهت مهم يکاربرد به بررسي و مقايسه

هاي زماني و خطوط سیر پرداختناد مورد استفاده در سري

در تحقیقاي باه  2019معیدي و همکاران در ساال  .[27]

                                                           
1 Elastic 

2 Statistical 
3 Autocorrelation 

4 Self-organization Map 
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-مختلاف در فرآيناد خوشاهي بررسي عملکرد توابع فاصله

بندي مبتني بر چگالي پرداختند. آنها اذعاان داشاتند کاه 

هاي ترين عامل در تعیین تابع فاصله نوع داده و ويژگيمهم

باشد. همچنین نتايج حاصل از تحقیاق آنهاا نشاان آن مي

بندي مبتني هاي خوشهي اقلیدسي در روشداد تابع فاصله

 .[28]کند فاصله عمل ميبر چگالي بهتر از ساير توابع 

ي الاساتیک باه منظاور بهیناه کاردن در توابع فاصله

فاصله بین دو سري زماني الزاما نقاط متناارر دو ساري باا 

-هر نقطه از سري زمااني اول مايشوند و هم مقايسه نمي

 .[29] تواند با هر نقطه اختیاري از سري دوم مقايسه شاود

تارين ، طاولاني[30] 1ي انحاراف زمااني پويااتوابع فاصاله

از جملاه  [21]3ي ويرايشو فاصله [24] 2ي مشترکدنباله

-اي هستند که در گروه توابع الاستیک قرار ميتوابع فاصله

گیرند. اين توابع فاصله نیز تاکنون توجه محققین بسایاري 

هااي زمااني باه خاود جلاب کاوي سريي دادهرا در حوزه

ياک روش  1999همکااران در ساال  وKeogh . انادکارده

هااي زمااني مراتبي مناسب براي ساريبندي سلسلهخوشه

باه  انحاراف زمااني پويااي پیشنهاد کردند و از تابع فاصله

. [31]ها بهره جستند گیري فواصل میان دادهمنظور اندازه

Sakurai  جسااتجوي ي نسااخه 2005و همکاااران در سااال

را معرفاي کردناد.  انحراف زمااني پوياا يتابع فاصله سريع

انحراف  يفاصلهي پیشنهادي نسبت به سرعت بالاي نسخه

. [32]باشاد ماي آن هاايتارين مزياتاز مهام زماني پوياا

Petitjean  ي بهبود يافتهنسخه 2011و همکاران در سال-

-با تواناايي میاانگین انحراف زماني پوياي تابع فاصلهاي از 

 K-Meansاستفاده از الگاوريتم  پیشنهاد کردند و باگیري 

ي پیشنهادي خود پرداختناد به بررسي عملکرد تابع فاصله

[33]. Jeong  به معرفي نساخه 2011و همکاران در سال-

باا عناوان  انحاراف زمااني پوياا ياي ديگر از تاابع فاصاله

دار پرداختناد. نتااايج وزن يانحاراف زماااني پوياا يفاصاله

زماني با اساتفاده از معیاار هاي بندي سريحاصل از خوشه

بندي توانايي اين معیار را در خوشه آنها شباهت پیشنهادي

و همکااران در Bankó . [34]ها باه خاوبي نشاان داد داده

باا  انحاراف زمااني پوياابا ترکیب تابع فاصاله  2012سال 

اقاادام بااه حفااا اطلاعااات  PCA4 گیااريمعیااار اناادازه

                                                           
1 Dynamic Time Warping Distance 

2 Longest Common Subsequence 
3 Edit Distance 
4 Principal Component Analysis 

ي ي فاصالهمحاسابههاا مامن همبستگي موجود در داده

 . [35]زماني نمودند  میان دو سري انحراف زماني پويا

-ي آماري ميسومین گروه از توابع فاصله، توابع فاصله

تارين مهام [36] 5ي همبساتگي پیرساونفاصلهباشند که 

صبح بیداري و همکااران  .باشدتابع موجود در اين گروه مي

بنادي خوشاه هاايبا اساتفاده از الگاوريتم 2008در سال 

Fuzzy C-Means و K-Means  همبستگي و معیار شباهت

 هااييبه کشف الگوهاي مشاابه در مجموعاه پیرسون اقدام

و همکااران  Wang. [37]اي نمودناد هاي رشتهشامل داده

به طور مفصال باه بررساي نقااط ماعف و  2013در سال 

ي مورد اساتفاده در ترين توابع فاصلهقدرت تعدادي از مهم

ي انحاراف تابع فاصاله ها و خطوط سیر پرداخته وسیگنال

زماني پويا را به عنوان قدرتمندترين تاابع فاصاله در تواباع 

و  ايزکیااان .[38]ي مااورد بررسااي تشااخید دادنااد فاصااله

بندي مبتناي بار يک روش خوشه 2015همکاران در سال 

الگوريتم انبوه ذرات پیشنهاد کردناد. در روش پیشانهادي 

همبستگي پیرساون باه عناوان معیاار ي از تابع فاصلهآنها 

هاي زماني استفاده شاد. نتاايج حاصال شباهت میان سري

گیاري میازان شاباهت توانايي اين تابع فاصله را در انادازه

و همکاااران در سااال  Kim. [39]هااا نشااان داد میااان داده

ي ماورد اساتفاده در اذعان داشتند که تاابع فاصاله 2019

هااي اي مرباوط باه  نهاي رشاتهبندي دادهخوشهفرآيند 

تک سلولي تاثیري مستقیم بر دقت نتايج حاصل دارد. آنها 

همبساتگي پیرساون در مقايساه باا ي فاصلهدريافتند که 

بندي ايان ناوع ي اقلیدسي عملکرد بهتري در خوشهفاصله

باه  2019و همکاران در ساال  Shinde. [40]ها دارندداده

ي افزايشاي موجاود دبناهااي خوشاهروش بررسي و مارور

هااي پرداختند. بر اساس نتايج حاصل از اين تحقیاق روش

ي احتماالاتي باه بندي افزايشي که از تواباع فاصالهخوشه

کنناد ها استفاده مايگیري شباهت دادهعنوان معیار اندازه

هايي دارند که در آنهاا از عملکرد معیفتري نسبت به روش

همبساتگي ي فاصلهر احتمالاتي همچون ي غیتوابع فاصله

 .[41]پیرسون استفاده شده است 
در بسیاري از مطالعات با توجه به تحقیقات بررسي شده 

ها از صورت گرفته توسط محققین شکل و ماهیت داده

باشد. ي مشخد ميمهمترين دلايل انتخاب يک تابع فاصله

                                                           
5 Pearson Correlation Coefficient 
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يک  هاي موجود دراز آنجا که بررسي شکل و ماهیت داده

مجموعه فرآيندي پیچیده و زمانبر است، انتخاب معیار 

-ترين چالششباهت مناسب همچنان به عنوان يکي از مهم

از باشد. هاي زماني مطرح ميبندي سريها در مبحو خوشه

-سويي ديگر هريک از توابع فاصله معرفي شده براي سري

هاي زماني داراي نقاط قوت منحصر به فرد خود هستند و 

هاي مثبت هريک اقدام به انتخاب قان با تکیه بر ويژگيمحق

ي همزمان از نمايند. استفادهبندي ميآنها در فرآيند خوشه

هاي زماني با بندي سريي مختلف در خوشهتوابع فاصله

ي مورد توافق تمامي فواصل تمرکز بر دستیابي به نتیجه

نون باشد که تاکشرکت کننده، موموع اصلي اين مطالعه مي

هاي بندي سريي خوشهدر تحقیقات انجام شده در زمینه

نگرفته است. به بیاني ديگر هدف از  رزماني مورد توجه قرا

اي باشد به گونههاي زماني ميبندي سرياين تحقیق خوشه

هاي هاي حاصل بیشترين سطح توافق را با خوشهکه خوشه

در  ي شرکت کنندهبدست آمده از هريک از توابع فاصله

 بندي داشته باشند.  فرآيند خوشه

در روش ارائه شده در اين تحقیق با استفاده از 

و با تعريف يک تابع هدف  FCMبندي الگوريتم خوشه

دهي توابع به وزن FCMمناسب بر مبناي تابع هدف روش 

بندي ي مختلف شرکت کننده در فرآيند خوشهفاصله

ي اقلیدسي، انحراف زماني پويا و مرايب توابع فاصلهشامل 

هاي از آنجا الگوريتمهمبستگي پیرسون پرداخته شد. 

هايي توانمند در يافتن مقادير نزديک به يابي روشبهینه

در اين روش از  [39] باشنددر مسائل پیچیده مي بهینه

هاي کارآمد الگوريتم انبوه ذرات به عنوان يکي از الگوريتم

 در يافتن جواب  بهینه در مسائل پیوسته، استفاده شد. 

ي مهم مورد اين تحقیق سه تابع فاصله 2 بخش در

نقاط معف و و  معرفي شده هاي زمانياستفاده براي سري

بندي خوشه الگوريتم 3. در بخش بررسي شدقوت هريک 

FCM پیشنهادي بنديخوشه روش اساس عنوان به 

روش پیشنهادي  تومیحات مربوط به و سپ  شده معرفي

مورد عملکرد روش پیشنهادي  4بخش  . درگرديدارائه 

ي حاصل از اين نتیجهبه  5بخش و در  بررسي قرار گرفت

 پرداخته شد.مطالعه 

 توابع فاصله -2

، Lp-normي توابع فاصلهدر اين بخش به معرفي 

 ردازيم.پانحراف زماني پويا و مرايب همبستگي پیرسون مي

 Lp-normی فاصله -2-1

ي ، فاصلهKبا طول يکسان  Yو  Xبراي دو سري زماني 

norm- pL شود:( محاسبه مي1ي )از رابطه 

L𝑝 − 𝑛𝑜𝑟𝑚(𝑋, 𝑌) = √∑ (𝑥𝑖 − 𝑦𝑖)𝑝𝑘
𝑖=1

𝑝

             (1) 
         

ي منهتن، به ترتیب فاصله ∞=pو p=1 ، p=2 به ازاي

 شود.فاصله نامیده ميي اقلیدسي و ماکزيمم فاصله

𝐿1 = ∑ |𝑥𝑖 − 𝑦𝑖|𝑘
𝑖=1 (2                                        )  

𝐿2 = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1

2 (3                                   )  

𝐿∞ = 𝑚𝑎𝑥{|𝑥𝑖 , 𝑦𝑖|, 𝑖 = 1,2, … , 𝑘} (4                     )
  

اي است ي اقلیدسي به عنوان اولین تابع فاصلهفاصله

هاي گیري شباهت بین سريبه عنوان معیار اندازه که

توان به سادگي زماني مطرح شد. از مزاياي اين روش مي

محاسباتش اشاره کرد. اما از بزرگترين معايب اين تابع 

فاصله اين است که براي بدست آوردن فاصله اقلیدسي، دو 

سري زماني بايد طول يکساني داشته باشند. لازم به ذکر 

حمايت  1اين تابع فاصله از شیفت زماني محليکه است 

 .[8]کند نمي

 پویا زمانی انحراف یفاصله -2-2

بر خلاف فاصله اقلیدسي در اين روش هر نقطه از 

تواند با هر نقطه اختیاري از سري دوم سري زماني اول مي

در شود.  کمینهمقايسه شود، به شرطي که اختلافات آنها 

زماني با ساختار مشابه که در هاي اين تابع فاصله سري

پريودهاي زماني متفاوت بوجود آمده باشند، متشابه 

-توان گفت در اين روش دادهشوند. بنابراين ميقلمداد مي

 يفاصله .[12]شوند بندي ميها بر اساس شکل گروه

با  Yو  Xبین دو سري زماني  (DTW) پیچش زماني پويا

 (5) شود:محاسبه ميي زير از رابطه kو  mطولهاي 

𝐷𝑇𝑊(𝑋, 𝑌)

= {

                                  ∞                                                  𝑖𝑓 𝑚 = 0 𝑜𝑟 𝑘 = 0

𝑑𝑖𝑠𝑡(𝑥1, 𝑦1) + min {𝐷𝑇𝑊(𝑅𝑒𝑠𝑡(𝑋), 𝑅𝑒𝑠𝑡(𝑌)),                         

 𝐷𝑇𝑊(𝑅𝑒𝑠𝑡(𝑋), (𝑌)), 𝐷𝑇𝑊((𝑋), 𝑅𝑒𝑠𝑡(𝑌))}                      𝑜. 𝑤

 

                                                           
1 Local Time Shifting 

26



  
ي
لم
 ع
يه
شر
ن

 
ره 
ما
 ش
م،
ده
ره 
دو
ي، 
دار
 بر
شه
 نق
ون
 فن
م و
لو
ع

2
اه 
ر م
آذ
 ،

13
99

 - 
ي 
هش
ژو
ه پ
قال
م

 

 

 

س
ا

 

pL–میتواند يکي از  distي تابع فاصله (5ي )رابطهدر 

norm  ها باشد. در اينجا ازnorm– 1L .استفاده شده است 

(6) 𝑑𝑖𝑠𝑡(𝑥1, 𝑦1) = |(𝑥1 − 𝑦1)| 

 بدون المان اول است. Xي دنباله Rest(X)منظور از 

(7) 𝑅𝑒𝑠𝑡(𝑋) = [(𝑡2, 𝑥2), … , (𝑡𝑚, 𝑥𝑚)] 

 آن در قابلیت توان بهمي مزاياي اين تابع فاصلهاز 

هاي با طول زماني دو سري میانگیري فاصله اندازه

از معايب اين  واز شیفت زماني محلي  حمايت متفاوت و

. زمان نمودگیر بودن آن اشاره توان به زمانروش مي

ي ، از درجه(O(m*k))محاسبات در اين روش به صورت 

باشد. بنابراين زماني که ها ميسري دوم و تابعي از طول

حجم پايگاه داده بالا باشد، به زمان زيادي براي بدست 

 .[2]نیاز است هادادهبین  انحراف زماني پوياآوردن فاصله 

 ی ضرایب همبستگی پیرسونفاصله -2-2

روشي است براي تخمین اينکه دو سري زماني با چه 

 و Xي به هم همبستگي دارند. براي دو سري زماني درجه ا

Y  با میانگین𝑥̅  و𝑦̅  و طولm تواند مريب همبستگي مي

 به صورت زير تعريف شود:

(8) 𝜌𝑋,𝑌 =
𝑐𝑜𝑣(𝑥, 𝑦)

𝜎𝑥𝜎𝑦
=

∑ (𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)𝑚
𝑖=1

√∑ (𝑥𝑖 − 𝑥̅)2𝑚
𝑖=1 √∑ (𝑦𝑖 − 𝑦̅)2𝑚

𝑖=1

 

. [-1, 1]ي مقداري است در بازه x,yρبالا  يرابطهدر 

به اين معني است که دو سري  x,yρ =1در صورتي که 

نشانگر  x,yρ =-1زماني همبستگي کامل مثبتي دارند. 

 x,yρ =0همبستگي کامل منفي دو سري زماني است و 

 .[18]يعني دو سري زماني هیچ همبستگي با هم ندارند 

انحراف زماني ، اقلیدسيي ( توابع فاصله1در جدول )

 .پیرسون با هم مقايسه شدند و همبستگي پويا

و  انحراف زماني پويا، norm–2Lي ي توابع فاصلهمقايسه -1 جدول

 همبستگي پیرسون

 تابع فاصله
طولهاي 

 متفاوت

شیفت 

 زماني

زمان 

 محاسبات
 متريک

norm– 2L خیر خیر O(N) بله 

 خیر 2O(N( بله بله انحراف زماني پويا

 خیر O(N) خیر خیر همبستگي پیرسون

(، پیروي 1منظور از متريک بودن تابع فاصله در جدول )

باشد. با توجه به اين جدول مي 1از خاصیت نامساوي مثلثي

به صورت  انحراف زماني پويا يدر فاصله زمان محاسبات

ي فاصله بین توان دو بوده و اين تابع فاصله توانايي محاسبه

 باشد. هاي مختلف را دارا ميهاي زماني با طولسري

بندی توافقی بر ی یک روش خوشهارائه -3

با ترکیب  Fuzzy C- Meansمبنای الگوریتم 

 ی مختلفتوابع فاصله

ي بندي بهبود يافتهدر اين بخش يک روش خوشه

Fuzzy C- Means  با توانايي استفاده همزمان از چندين

 بنديخوشه روش ي مختلف ارائه شده است.تابع فاصله

Fuzzy C- Means هاي خوشهترين مدليکي از معروف-

باشد که در اين روش هر شيء بندي تفکیکي فازي مي

تواند به چند خوشه با درجه ع ويت بین صفر و يک مي

شي  nي دهندهنشان nr, …,2r, 1rاگر تعلق داشته باشد. 

تابع  Fuzzy C- Meansبندي مختلف باشد، در روش خوشه

 .[23]گرددميکمینه  (9ي )هدف رابطه

(9) 𝐽 = ∑ ∑ 𝑢𝑖𝑘
𝑚𝑑2(𝑣𝑖

𝑛

𝑘=1

𝐶

𝑖=1

, 𝑟𝑘)              

-تابع فاصله (.)dمريب فازي کننده و  m(، 9ي )در رابطه

ي داده cباشد. در گام اول تعداد ي در نظر گرفته شده مي

-مختلف به صورت تصافي از میان مجموعه داده انتخاب مي

عنوان مراکز خوشه ماتري  ها به شوند. با درنظر اين داده

 گردد. ( محاسبه مي10ي )درجه ع ويت طبق رابطه

(10) 𝑢𝑖𝑘 =
1

∑ (
𝑑(𝑣𝑖 , 𝑟𝑘)
𝑑(𝑣𝑗 , 𝑟𝑘)

)(
2

𝑚−1
)𝑐

𝑗=1

 

-در گام بعدي به منظور کمینه کردن تابع هدف رابطه

( 11ي )هاي جديد با استفاده از رابطه( مراکز خوشه9ي )

 آيند.بدست مي

(11) 𝑣𝑖 =
∑ 𝑢𝑖𝑘

𝑚𝑟𝑘
𝑛
𝑘=1

∑ 𝑢𝑖𝑘
𝑚𝑛

𝑘=1
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ي ع ويت و ي ماتري  درجهالگوريتم با محاسبه

يابد هاي جديد در تکرارهاي متوالي ادامه ميمراکز خوشه

هاي حاصل تا زماني که تغییر محسوسي در مراکز خوشه

 مشاهده نگردد.

بندي با قابلیت استفاده در اين تحقیق يک روش خوشه

بندي به طور مختلف در عملیات خوشهي از توابع فاصله

شود. ماتري  درجه ع ويت در همزمان پیشنهاد داده مي

 گردد.( محاسبه مي12ي )روش پیشنهادي طبق رابطه

𝑈 = 𝑤1𝑈1 + 𝑤2𝑈2 + ⋯ + 𝑤𝑝𝑈𝑝 (12) 

ي ماتري  درجه ع ويت دهندهنشان iUدر اين رابطه 

تابع فاصله به عنوان معیار  امینiحاصل از در نظر گرفتن 

وزن  iwباشد. همچنین مي بنديدر فرآيند خوشهشباهت 

بندي را نشان در فرآيند خوشه امiي مربوط به تابع فاصله

شوند اي انتخاب ميها به گونهدهد. هريک از اين وزنمي

 ( میان آنها برقرار باشد.13ي )که رابطه

𝑤1 + 𝑤2 + ⋯ + 𝑤𝑝 = 1       ,       0 ≤ 𝑤𝑖 ≤ 1 (13) 

از فرآيند  امiي اثر تابع فاصله iw= 0با در نظر گرفتن 

اثر  iw =1بندي حشف خواهد شد در حالي که خوشه

را  امiي تمامي توابع فاصله را حشف کرده و تنها تابع فاصله

گیرد. به طور کلي بندي در نظر ميدر الگوريتم خوشه

-را در فرآيند خوشه امiاثر تابع فاصله  iwمقادير بزرگتر 

بندي افزايش داده در حالي که اثر ساير توابع فاصله 

 يابند.کاهش مي

ي توافق، يک معیار ارزيابي ي درجهبه منظور محاسبه

 Uاگر  تعريف گرديد. FCMبر اساس تابع هدف الگوريتم 

بندي ي ع ويت توافقي حاصل از خوشهماتري  درجه

ي مختلف باشد فاصلهها با در نظر گرفتن توابع داده

هاي بدست آمده با استفاده از (، کیفیت خوشه12ي )رابطه

 گردد. ( محاسبه مي14ي )رابطه

𝐸 = ∑
𝐽(𝑈)𝐷𝑖𝑠𝑡𝑖

𝐽𝐷𝑖𝑠𝑡𝑖

𝑝

𝑖=1

− 𝑝 (14) 

𝐽(𝑈)𝐷𝑖𝑠𝑡𝑖(، 14ي )در رابطه
ي مقدار تابع دهندهنشان 

به عنوان  iDistباشد در صورتي که مي FCMهدف الگوريتم 

ي ع ويت در نظر به عنوان ماتري  درجه Uتابع فاصله و 

𝐽𝐷𝑖𝑠𝑡𝑖 گرفته شوند. همچنین
ي مقدار تابع هدف دهندهنشان 

باشد. از آنجا مي iDistي فاصله تابعبه ازاي  FCMالگوريتم 

𝐽(𝑈)𝐷𝑖𝑠𝑡𝑖 که مقادير
ي مختلف متفاوت توابع فاصلهبه ازاي  

𝐽𝐷𝑖𝑠𝑡𝑖باشند، به منظور نرمالسازي اين مقادير از عبارت مي
 

( استفاده کرديم. توجه به اين نکته 14ي )در مخرج رابطه

ي به عنوان تابع فاصله iDistزماني که  مروري است که

 بندي در نظر گرفته شود،مورد استفاده در فرآيند خوشه

𝐽𝐷𝑖𝑠𝑡𝑖
باشد الگوريتم ميي حاصل از اجراي مقدار بهینه 

𝐽𝐷𝑖𝑠𝑡𝑖بنابراين 
  ≤𝐽(𝑈)𝐷𝑖𝑠𝑡𝑖

بر  .E≥  0و يا به عبارت ديگر 

ي سطح تناسب ماتري  درجه E(، 14ي )اساس رابطه

ي شرکت ( را با توجه به توابع فاصلهUع ويت توافقي )

بندي و با استفاده از تابع هدف کننده در فرآيند خوشه

هاي کند. در مواردي که ماتري مي محاسبه FCMالگوريتم 

ي مختلف در درجه ع ويت حاصل از هريک از توابع فاصله

ي حاصل از روش پیشنهادي سطح بالايي از توافق با نتیجه

همچنین  بدست خواهد آمد.  Eباشند مقدار کمتري براي 

E=0  ي ع ويت بیانگر اين نکته است که ماتري  درجه

هادي در توافق کامل با توافقي بدست آمده از روش پیشن

ي ع ويت حاصل از هريک از توابع هاي درجهماتري 

باشد. به بندي ميي شرکت کننده در فرآيند خوشهفاصله

عبارت ديگر ساختار کشف شده با استفاده از روش 

ي شرکت کننده پیشنهادي مورد توافق تمامي توابع فاصله

مقادير  افتني( با 14( و )12باشد. با توجه به روابط )مي

بدست  Eي مقدار بهینه pw …, 2w, 1wهاي بهینه براي وزن

هاي ها با روشي وزناز آنجا که يافتن مقادير بهینه .آيدمي

تواند به عنوان يک اين مسئله ميباشد، ريامي زمانبر مي

 بر يمبتنهاي الگوريتم سازي مطرح شود.ي بهینهمسئله

و جستجوي تصادفي  يابيهاي بهینهي تکنیکجمع هوش

هستند که خصوصیت اصلي آنها رفتار گروهي و خود 

باشد از اين ي اع اي موجود در اجتماع ميسازماندهي شده

هايي کارآمد و قدرتمند براي يافتن ها روشرو اين الگوريتم

در اين تحقیق از باشند. هاي نزديک به بهینه ميحلراه

ي توابع هاي بهینهوزن الگوريتم انبوه ذرات به منظور يافتن

ي مختلف استفاده شده است. الگوريتم انبوه ذرات به فاصله

هاي مبتني بر ترين الگوريتمشدهعنوان يکي از شناخته

جمعیت در حل مسائل پیوسته همواره مورد توجه محققان 

بوده و توانايي اين روش در تحقیقات مختلف به اثبات 

 . [43و  42و  39 و 20]رسیده است 

هاي بهینه با استفاده از الگوريتم انبوه براي يافتن وزن

شوند به طوري که اي از ذرات تولید ميذرات ابتدا مجموعه

ي هر المان نماينده وباشد المان مي pهر ذره شامل تعداد 
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هاي موجود در هر باشد. سپ  وزنيک وزن مشخد مي

( U)ي ع ويت توافقي ماتري  درجهي ذره براي محاسبه

گیرند. در ( مورد استفاده قرار مي12ي )طبق رابطه

-میزان کیفیت خوشه ،Eي مقدار ي بعد با محاسبهمرحله

تعريف شده  Eگردد. در حقیقت ي حاصل محاسبه ميها

انبوه ( به عنوان تابع بهینگي الگوريتم 14ي )در رابطه

در نظر گرفته خواهد شد. در گام بعدي ذرات با ذرات 

( 15ي )و با استفاده از رابطهمقادير تابع هدف  توجه به

 .[42]شوند بروزرساني مي

𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1) (15) 

ذره در زمان  1بردار حرکت iV(t+1)، (15ي )رابطهدر 

t+1 گردد ( محاسبه مي16ي )که با استفاده از رابطه است

[42]. 
𝑉𝑖(𝑡 + 1) = 𝑤. 𝑉𝑖(𝑡) + 𝐶1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖(𝑡))

+ 𝐶2𝑟2(𝐺𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖(𝑡)) 
(16) 

بهترين مکاني است که  iPbest(t)(، 16ي )در رابطه

در  از ابتداي الگوريتم تاکنون با آن مواجه شده است iذره 

بهترين مکاني است که همسايگان ذره  iGbest(t) حالي که

i 1 همچنین اند.از ابتدا تاکنون با آن مواجه بودهc  2وc 

-تعیین مي اين مرايب شوند ومرايب شتاب نامیده مي

 Gbestيا   pbestکنند که هر ذره با چه شتابي به سمت
 [0و 1] نیز اعدادي تصادفي در بازه 2rو  1r. حرکت کند

در شوند. که با استفاده از توزيع يکسان، تولید مي باشندمي

شود نامیده مي 2وزن اينرسيدر اين رابطه  wنهايت متغیر 

 . رودو براي ت مین همگرايي ذرات به کار مي

لازم به ذکر است فرآيند بروزرساني ذرات تا بدست 

در شکل ها ادامه خواهد يافت. ي وزنآمدن مقادير بهینه

 ( مراحل روش پیشنهادي نشان داده شده است. 1)

ي نخست روش پیشنهادي با به طور خلاصه در مرحله

و با در نظر گرفتن  FCMبندي استفاده از الگوريتم خوشه

-ي مختلف به صورت جداگانه اقدام به خوشهتوابع فاصله

کند. در پايان هاي موجود در مجموعه داده ميبندي داده

ي ع ويت مختلف منتسب هاي درجهاين مرحله ماتري 

ي دوم گردد. در مرحلهي مختلف حاصل ميبه توابع فاصله

( با استفاده از مجموع Uي ع ويت توافقي )ماتري  درجه

                                                           
1 Velocity Vector 

2 Inertia Weight 

ي ي ع ويت حاصل در مرحلههاي درجهدار ماتري وزن

ها گردد. لازم به ذکر است که در ابتدا وزنقبل محاسبه مي

شوند. در گام سوم با به صورت تصادفي مقداردهي مي

ي ع ويت توافقي و همچنین استفاده از ماتري  درجه

ر ارزيابي انتخابي ي معیاي مختلف به محاسبهتوابع فاصله

پردازيم.  در نهايت با در نظر گرفتن ( مي14ي )طبق رابطه

معیار ارزيابي انتخابي به عنوان تابع هدف از الگوريتم انبوه 

ي وزن هر تابع فاصله ذرات به منظور يافتن مقدار بهینه

 استفاده شد.   

 
 بندي توافقي پیشنهاديفلوچارت مراحل روش خوشه -1شکل 

 سازی و اجراادهپی -4

در اين بخاش چگاونگي عملکارد روش پیشانهادي باا 

هااي زمااني مااورد اساتفاده از چنادين مجموعاه از سااري

 گیرد. تحلیل و بررسي قرر مي

 هامجموعه داده -4-1

 يسر هفت بر روي يشنهادیپ روش ،يابيارز به منظور

که در  يزمان هاييسر از شده شناخته يداده مجموعه

، [44و  42]تحقیقات مختلف مورد استفاده قرار گرفتند 

 هاداده نيا از کيهر به مربوط حاتیتوم. شد سازيادهیپ

. است شده آورده مفصل طور به UCR تيسا در
(https://www.cs.ucr.edu/~eamonn/time_series_data/

 هاييسر طول شامل هاداده مجموعه نيا اتیخصوص (

 موجود هايخوشه تعداد و يزمان هاييسر تعداد ،يزمان

 آورده( 2) جدول در مختصر طور به هامجموعه نيا در

-( نمايي از مجموعه داده2همچنین در شکل )  .است شده

 ها نشان داده شده است.
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 در اين تحقیق هاي استفاده شدهخصوصیات مجموعه داده -2جدول 

 هاي موجودتعداد خوشه ي مجموعه دادهاندازه هاي زمانيطول سري دادهمجموعه 

CBF 128 930 3 

Trace 275 200 4 

Synthetic control 60 600 6 

Gun point 150 200 2 

Lighting 7 319 143 7 

Olive oil 570 60 4 

Fish 463 350 7 
 

    

CBF Olive oil Synthetic control Trace 

 

 
  

 

Fish Gun point Lighting 7 

  هاي زماني استفاده شده در اين تحقیقنمايش مجموعه سري -2شکل  

 تنظیم پارامترها -4-2

با در نظر گرفتن مقادير مختلف براي پارامترهاي 

با استفاده از روش سعي و خطا، الگوريتم انبوه ذرات و 

( حاصل شده 3مقدار مناسب هر پارامتر با توجه به جدول )

تعداد  Itrي جمعیت، اندازه P (،3است. در جدول )

کمینه و  maxwو  minwو مرايب شتاب   1cو  1cتکرارها، 

 باشد. استفاده شده در مسئله مي وزن اينرسيبیشینه 

 مقادير پارامترهاي استفاده شده در الگوريتم انبوه ذرات -3جدول 

 مقادیر پارامترها

p 10 

Itr 40 

1c 02/2 

2c 02/2 

minw 4/0 

maxw 9/0 

ي وزن اينرسي در اين جدول مقادير بیشینه و کمینه

وزن اينرسي برابر با در ابتداي الگوريتم دهد که نشان مي

 از بعديدر تکرارهاي  شده است امادر نظر گرفته  9/0

ختم  4/0 اين پارامتر کاسته و در نهايت به مقدارمقدار 

 .شودمي

 مقایسه و ارزیابی نتایج -4-3

ي يک روش با توجه به هدف تعیین شده از ارائه

هاي مختلفي به منظور ارزيابي و بندي تاکنون روشخوشه

بندي پیشنهاد داده شده هاي خوشهبررسي عملکرد روش

روش  بررسي مقادير بدست آمده براي تابع هدفاست. 

-، استفاده از شاخد[43و  21]بندي استفاده شدهخوشه

ي میزان ، محاسبه[46و  45]هاي اعتبارسنجي خوشه

 بین پشيري تفکیک و و جدايي خوشه يک اع اي فشردگي

و تحلیل مقادير  محاسبه [45و  20]متفاوت  هايخوشه

از  [39] 3و معیار فراخوان 2معیار فیشر، 1معیارهاي دقت

                                                           
1 Precision   
2 F-measure 

3 Recall 
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باشند. از بندي ميهاي خوشهجمله معیارهاي ارزيابي روش

بندي با ي يک روش خوشهآنجا که هدف اين تحقیق ارائه

تمرکز بر بدست آوردن حداکثر میزان توافق بین توابع 

در اين مطالعه از متوسط ي مختلف بوده است فاصله

عنوان معیار ارزيابي [ به 42شده ]اطلاعات مشترک نرمال

شده نتايج استفاده شد. متوسط اطلاعات مشترک نرمال

هاي بنديمعیاري است که میزان توافق میان خوشه

کند و در تحقیقات متعددي مورد مختلف را محاسبه مي

  [.49و  48و  47و  42استفاده قرار گرفته است ]

ي اطلاعات مشترک نرمال شده با استفاده از رابطه

 .شودمحاسبه مي (17)

(17) ∅(𝐶1, 𝐶2) =

∑ ∑ 𝑛𝑖𝑗log (
𝑛 𝑛𝑖𝑗

𝑛𝑖𝑛𝑗
)𝑐

𝑗=1
𝑐
𝑖=1

√(∑ 𝑛𝑖 log
 𝑛𝑖

𝑛
𝑐
𝑖=1 )(∑ 𝑛𝑖 log

 𝑛𝑗

𝑛
𝑐
𝑗=1 )

 

بندي با نتايج حاصل از خوشه 2Cو  1Cدر اين معادله 

باشد. همچنین ي اول و دوم مياستفاده از دو تابع فاصله

c، و  هاتعداد خوشهn شرکت کننده در هاي تعداد داده

 inدهند. علاوه بر اين بندي را نشان ميفرآيند خوشه

ي مین خوشهiهاي موجود در ي تعداد دادهدهندهنشان

-ي تعداد دادهدهندهنشان jnي اول و حاصل از تابع فاصله

ي دوم ي حاصل از تابع فاصلهمین خوشهjهاي موجود در 

مین iموجود در هاي تعداد داده ijnباشند. در نهايت مي

ي مین خوشهjي اول و ي حاصل از تابع فاصلهخوشه

با در نظر گرفتن باشد. ي دوم ميحاصل از تابع فاصله

ي حاصل از نتیجه Cمختلف اگر ي تابع فاصله pتعداد 

ها با استفاده از روش پیشنهادي باشد بندي دادهخوشه

ي رابطهشده با استفاده از نرمالمتوسط اطلاعات مشترک 

 آيد.( بدست مي18)

∅(𝐶, 𝐶1,2,…,𝑝) =
1

𝑝
∑ 𝑁𝑀𝐼(𝐶, 𝐶𝑖)

𝑝

𝑖=1

 (18( 

شده مقدار حاصل از متوسط اطلاعات مشترک نرمال

گیرد و مقدار مطلوب به عدد يک قرار مي 1تا  0ي در بازه

به عبارت ديگر هرچقدر مقدار متوسط باشد. نزديکتر مي

در توافق  Cاطلاعات مشترک نرمال شده بیشتر باشد 

با در نظر گرفتن سه  باشد.و غیره مي 1C، 2C بیشتري با

و مرايب  انحراف زماني پوياي اقلیدسي، تابع فاصله

مختلف به  روش پنجروش پیشنهادي با عملکرد پیرسون 

 ثبت گرديد.( 4شرح زير مقايسه و نتايج حاصل در جدول )

بندي با استفاده از الگوريتم خوشه روش: در اين 1 روش

FCM ي حاصل ي اقلیدسي انجام شده و نتیجهو تابع فاصله

به  شود.( در نظر گرفته مي18ي )در رابطه Cبه عنوان 

ي انحراف زماني اثر توابع فاصله روشعبارت ديگر در اين 

 شود.صفر در نظر گرفته مي مرايب پیرسونو  پويا

را به  انحراف زماني پوياي تابع فاصله  2 روشدر  :2 روش

ها در نظر گرفته و از الگوريتم عنوان معیار شباهت داده

FCM  شوداستفاده ميها بندي دادهخوشهمنظور به .

بندي نهايي حاصل در ي حاصل به عنوان خوشهنتیجه

 گیرد.( قرار مي18ي )رابطه

ي مرايب پیرسون به تابع فاصلهدر اين روش  :3روش

 شود.در نظر گرفته ميها معیار شباهت دادهعنوان 

ي شرکت به هريک از توابع فاصله روشدر اين  :4 روش

هاي يکسان تعلق بندي وزنکننده در عملیات خوشه

میگیرد. به عبارت ديگر در اين مطالعه به هريک از توابع 

 مرايب پیرسونو  ، انحراف زماني پويااقلیدسيي فاصله

 يابد.ختصاص ميا 3/1وزني برابر با 

در اين حالت يک تابع فاصله کلي از مجموع  :5 روش

( 19ي )ي انتخابي طبق رابطهوزندار سه تابع فاصله

 گردد.محاسبه مي

𝑑 = ∑ 𝑤𝑖𝑑𝑖

3

𝑖=1

 (19) 

ي در نظر هريک از توابع فاصله id(، 91ي )در رابطه

هاي مربوط به وزن iwگرفته شده در روش پیشنهادي و 

ي نخست از اين باشد. در مرحلهتوابع فاصله ميهريک از 

روش براي هريک از اين توابع فاصله وزني دلخواه انتخاب 

ها برابر با عدد يک شود. کنیم به طوري که مجموع وزنمي

ها با استفاده از الگوريتم در مراحل بعد هريک از اين وزن

گردند که تابع هدف اي بهینه ميگونهانبوه ذرات به

بندي نهايي ي خوشهکمینه گردد. نتیجه FCMوريتم الگ

گردد. اين روش جايگزين مي (18ي )در رابطه Cبه عنوان 

توسط  2008ي روشي است که در سال حالت بهبود يافته

Zhang  [50]و همکارانش پیشنهاد داده شد. 

( چگونگي همگرايي الگوريتم انبوه ذرات 3در شکل )

نشان داده شده  CBFو  Traceي ي دادهدر دو مجموعه

توان دريافت میزان بهبود ذرات در است. از اين اشکال مي
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اجراهاي نخست بیشتر بوه است. به عبارتي ديگر ذرات در 

بیشتري به جواب بهینه نزديک تکرارهاي اولیه با سرعت 

دهند تغییرات همچنین اين نمودارها نشان مي .شدند

به بعد به صفر نزديک  30 مقدار تابع هدف حدودا از تکرار

 شده است.

  
 Traceي مجموعه داده CBF يمجموعه داده

 هاي بهینهچگونگي همگرايي الگوريتم انبوه ذرات در يافتن وزن -3شکل 

( مقادير معیار متوسط اطلاعات مشترک 4در جدول )

اشاره شده  روش پنجشده در روش پیشنهادي و نرمال

ي انتخابي آورده شده است. لازم براي هفت مجموعه داده

بار به طور مستقل  100ها به ذکر است هريک از روش

ي شده و میانگین نتايج حاصل به منظور مقايسه اجرا

 ها مورد استفاده قرار گرفته است.عملکرد روش

 اجرا 100شده در مقادير متوسط اطلاعات مشترک نرمال -4جدول 

 روش پیشنهادی 5روش  4روش  3روش  2روش  1روش  مجموعه داده

CBF 4119/0 3989/0 3582/0 3918/0 4087/0 4536/0 

Trace 7451/0 7444/0 5384/0 6923/0 7123/0 7895/0 

Synthetic control 4846/0 5259/0 4877/0 6179/0 6839/0 7631/0 

Gun point 5561/0 5045/0 5596/0 6945/0 7453/0 7714/0 

Lighting 7 2945/0 3220/0 1659/0 3079/0 3597/0 3683/0 

Olive oil 7198/0 6938/0 6846/0 7041/0 7182/0 7466/0 

Fish 3094/0 2889/0 0917/0 1134/0 3075/0 3063/0 

 

( مقادير بدست آمده براي معیار متوسط 4در شکل )

روش در  ششاطلاعات مشترک نرمال شده حاصل از 

ي مختلف با هم مقايسه شدند. دادههفت مجموعه 

( به خوبي مشهود است، نمودار 4همانگونه که در شکل )

از مجموع مربوط به روش پیشنهادي ما در شش مورد 

هفت مورد، بیشترين )بهترين( مقدار معیار در نظر گرفته 

 85شده را به خود اختصاص داده است. به عبارت ديگر در 

ها عمل یشنهادي بهتر از ساير روشدرصد موارد روش پ

 Fish (15ي حال آنکه تنها در مجموعه داده کرده است

صل درصد موارد( با استفاده از روش اول جواب بهتري حا

 شده است. 

ي نتايج حاصل از پنج روش اول علاوه بر اين مقايسه

، CBF ،Traceي نشان داد که در چهار مجموعه داده

Olive oil  وFish  از مجموع هفت مجموعه يا به عبارتي

درصد موارد نتايج حاصل از روش اول بهتر از  57ديگر در 

د درصد موار 43چهار روش ديگر بوده است حال آنکه در 

هاي اول تا چهارم عمل کرده روش پنجم بهتر از روش

هاي دوم، سوم و چهارم ي روشاست. علاوه بر اين مقايسه

دهد در مجموع روش دوم قدرتمندتر از روش نشان مي

چهارم راهر شده است حال آنکه عملکرد سناريوي سوم 

 ها بوده است.  تر از ساير روشمعیف
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 شده حاصل از شش روش مختلفي مقادير متوسط اطلاعات مشترک نرمالمقايسه -4شکل 

هاي مورد مقايسه میزان اختلاف نتايج حاصل از روش

دار باشد و تنها در صورت معنيامري مهم و قابل توجه مي

توان به برتري عملکرد يک روش اختلافات ميبودن اين 

نسبت به روش ديگر اذعان داشت. از اين رو در ادامه به 

از روش در اين مطالعه ها ي بهتر روشمنظور مقايسه

ي با حد آستانه( Tukeyتوکي ) يي چندگانهمقايسه

05/0p <   ها استفاده روش دو به دويي مقايسهبا توانايي

  . [51] شد

ي توکي ( نتايج حاصل از آزمون مقايسه5ول )در جد

آورده شده است. بر اساس اطلاعات موجود در اين جدول 

 CBF ،control Synthetic،Gunهاي در مجموعه داده

point  وOlive oil  روش پیشنهادي نسبت به پنج روش

(. > 05/0pديگر به طور معناداري بهتر عمل کرده است )

برتري روش  Traceي ي دادههمچنین در مجموعه

پیشنهادي نسبت به روش دوم، سوم، چهارم و پنجم قابل 

توجه بوده است حال آنکه اختلاف نتايج حاصل از روش 

پیشنهادي و روش اول در اين مجموعه داده معنادار نبوده 

با در نظر  Traceي است. به بیاني ديگر در مجموعه داده

ري عملکرد درصد میزان برت 95گرفتن درجه اطمینان 

 باشد.روش پیشنهادي نسبت به روش اول قابل توجه نمي

تفاوت میان نتايج  Lighting 7ي در مجموعه داده

هاي اول، دوم، سوم و حاصل از روش پیشنهادي و روش

چهارم معنادار بوده است حال آنکه برتري روش پیشنهادي 

 pباشد زيرا مقدار در مقايسه با روش پنجم قابل توجه نمي

ي روش پیشنهادي و روش پنجم بزرگتر حاصل از مقايسه

 روش Fishي باشد. در نهايت در مجموعه دادهمي 05/0از 

پیشنهادي نسبت به روش سوم و چهارم به طور قابل 

حاصل در  pاي بهتر عمل کرده است. همچنین مقدار توجه

هد برتري روش اول نسبت به داين مجموعه داده نشان مي

 (.  p <05/0ادي معنادار نبوده است )روش پیشنه

با توجه به اطلاعات موجود در اين جدول اختلاف 

هاي اول و پنجم تنها در مجموعه نتايج حاصل از روش

 Gunو  control Synthetic ،Trace ،Lighting 7هاي داده

point باشد حال آنکه در ساير موارد اين دار ميمعني

علاوه بر اين نتايج حاصل از اختلاف قابل توجه نیست. 

دهد برتري عملکرد دو روش دوم و آزمون توکي نشان مي

چهارم نسبت به هم تنها در چهار مجموعه داده قابل توجه 

هاي ديگر اختلاف عملکرد آنها باشد و در مجموعهمي

 باشد.  ناچیز مي

 توکي يي چندگانهمقايسه حاصل از روش pمقادير  -5جدول 

 CBF Trace روش
Synthetic 

control 
Gun point Lighting 7 Olive oil Fish 

 8529/0 0818/0 8037/0 0000/0 0366/0 8644/0 9652/0 2روش  -1روش 

 0000/0 0000/0 0000/0 1.0000 9999/0 0000/0 0001/0 3روش  -1روش 

 0000/0 5906/0 3872/0 0000/0 0000/0 0001/0 0335/0 4روش -1روش 

 8651/0 6407/0 0000/0 0000/0 0000/0 0025/0 9959/0 5روش -1روش 

 8063/0 0432/0 0001/0 0000/0 0000/0 1656/0 0071/0 روش پیشنهادی -1روش 

 0000/0 0476/0 0000/0 0000/0 0251/0 0000/0 0000/0 3روش  -2روش 

 0000/0 9611/0 8801/0 0000/0 0000/0 0001/0 1608/0 4روش -2روش 

0

0.2

0.4

0.6

0.8

1

1سناريوي 

2سناريوي 

3سناريوي 

4سناريوي 

5سناريوي 

پیشنهادي
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 CBF Trace روش
Synthetic 

control 
Gun point Lighting 7 Olive oil Fish 

 0000/1 0755/0 0003/0 0000/0 0000/0 0375/0 9985/0 5روش -2روش 

 0000/1 0086/0 0019/0 0000/0 0000/0 0167/0 0402/0 روش پیشنهادی -2روش 

 7285/0 9992/0 0000/0 0000/0 0000/0 0000/0 8901/0 4روش  -3روش 

 0000/0 0098/0 0000/0 0000/0 0000/0 0000/0 0113/0 5روش  -3روش 

 0000/0 0001/0 0000/0 0000/0 0000/0 0000/0 0000/0 روش پیشنهادی -3روش 

 0000/0 0262/0 0013/0 0000/0 0007/0 1890/0 1628/0 5روش  -4روش 

 0000/0 0006/0 0055/0 0000/0 0000/0 0000/0 0001/0 روش پیشنهادی -4روش 

 9999/0 0435/0 9813/0 0181/0 0000/0 0000/0 0195/0 روش پیشنهادی -5روش 

 

دهد روش نتايج حاصل از اين تحقیق نشان مي

بندي پیشنهادي به دلیل قابلیت ترکیب نتايج خوشه

-ي مختلف، در مجموع بهتر از روشحاصل از توابع فاصله

با بیشترين توافق  ايهاي اول، دوم و سوم در تولید نتیجه

کند. دلیل اصلي ي مختلف عمل ميمیان توابع فاصله

عملکرد بهتر روش پیشنهادي در مقايسه با روش چهارم 

-استفاده از الگوريتم انبوه ذرات به عنوان يکي از شناخته

هاي مبتني بر جمعیت به منظور يافتن ترين الگوريتمشده

اين گروه از  از استفاده باشد. دلیلمي هاي بهینهوزن

 مسائل بر غلبه در آنها ها در اين مسائل، تواناييالگوريتم

 دقیق مدلسازي و درک به نیاز عدم چندهدفه، و پیچیده

ف ا و همچنین  در جستجو تصادفي شکل پديده،

 فعالیت تولد، امکان علت به دينامیک هايپديده مدلسازي

از ديگر نقاط قوت روش ارائه شده  .باشدمي ذرات مرگ و

در اين مطالعه تعريف و استفاده از يک تابع هدف مناسب 

باشد. ي مختلف ميو با توانايي نرمالسازي اثر توابع فاصله

جستجوي وزن هريک از معیارهاي شباهت در اين ف اي 

گردد.  برتري روش نرمال شده سبب کسب نتايج بهتر مي

نجم به روشني گوياي اين پیشنهادي نسبت به روش پ

 باشد. مطلب مي

 و پیشنهادات گیرینتیجه -5

 بر اساس توافقي بندييک روش خوشه مقالهدر اين 

و الگوريتم انبوه ذرات به منظور  FCMبندي روش خوشه

از آنجا که  پیشنهاد داده شد.هاي زماني سريبندي خوشه

ترين و پیچیدهي مناسب به عنوان يکي از انتخاب تابع فاصله

بندي مطرح هاي موجود در فرآيند خوشهزمانبرترين چالش

بندي با قابلیت باشد، در اين تحقیق يک روش خوشهمي

استفاده از چندين تابع فاصله به طور همزمان ارائه شد. به 

عبارتي ديگر در اين روش به هر تابع فاصله يک وزن 

ها با توجه به ي اين وزنيابد که مقدار بهینهاختصاص مي

گردد. از آنجا که تابع تابع هدف تعريف شده مشخد مي

ها و کیفیت هدف انتخابي تاثیري مستقیم بر مقادير وزن

 FCMبندي نتايج دارد، با استفاده از تابع هدف روش خوشه

ي موجود پرداخته و از به تولید تابعي متناسب با مسئله

زي تابع هدف تعريف ساالگوريتم انبوه ذرات به منظور بهینه

شده استفاده شد. به منظور ارزيابي روش ارائه شده، با در 

و  ي اقلیدسي، انحراف زماني پويانظر گرفتن سه تابع فاصله

سازي شش روش ، نتايج حاصل از پیادهمرايب پیرسون

هاي زماني با هم ي سريمختلف بر روي هفت مجموعه داده

ت آمده براي معیار مقايسه شدند. با بررسي مقادير بدس

متوسط اطلاعات مشترک نرمال شده در شش روش مورد 

مقايسه و همچنین با توجه به نتايج حاصل از آزمون توکي 

 برتري روش پیشنهادي به اثبات رسید.

به  تابع پیچش زماني پويا مانند برخي از توابع فاصله

ي میزان شباهت میان دو داده زمان بالايي براي محاسبه

هاي موجود در ند است که اين مسئله يکي از چالشنیازم

شود در تحقیقات آينده اين تحقیق بوده است. پیشنهاد مي

ي اين توابع فاصله هاي سريع محاسبهبا بررسي روش

 ها را افزايش داد.سرعت اجراي برنامه

ي هاي موجود در مسئلهترين چالشيکي از مهم

ها در خوشه يبندي داده تعیین تعداد بهینهخوشه

باشد. هاي نامعلوم ميهايي با تعداد خوشهمجموعه داده

ي روش پیشنهاي به منظور افزايش قابلیت آن در توسعه

ها به عنوان يکي از کارهاي آينده تعیین تعداد خوشه

 باشد.مطرح مي
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تري نسبت به هاي پیچیدهاز آنجا که خطوط سیر داده

وش ارائه شده در اين ي رباشند توسعههاي زماني ميسري

هاي خط مطالعه با هدف استفاده بر روي مجموعه داده

تواند به عنوان يکي از پیشنهادات براي کارهاي سیر مي

  آينده مورد توجه قرار گیرد.
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