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 چکیده

برآورد میزان تولید کسب آگاهي و دانش در رابطه با الگوي کشت و سطح زير کشت نقش مهمي را در مديريت اراضي کشاورزي و 

هنگام از هاي بهتواند نقشههاي سنجش از دور ميهاي زمیني با دادهگیرينتايج حاصل از مشاهدات و اندازه کند. ترکیبخالص ايفا مي

قیق مورد نیاز کشاورزان و برنامهائه نمايد. اين امر براي تعريف واحدهاي مديريت و رسیدن به اطلاعات دسطح زير کشت محصولات ار

هاي مورد استفاده به منظور تفکیک محصولات کشاورزي، در مواردي که الگوي کشت محصولات مختلف اکثر روش ريزان ارزشمند است.

يادگیري  طبقه بندي مبتني بر روش ارائههدف از اين مقاله  کردي مناسبي ندارند. لذامانند گندم و جو، شباهت زيادي داشته باشند، عمل

با شباهت فنولوژيکي بالا انواع محصولات کشاورزي سطح زير کشت دقیق د نقشه اي براي تولیبر روي تصاوير سري زماني ماهوارهعمیق 

اساس تقويم زراعي منطقه انتخاب شدند. با استفاده از شاخص تفاضلي بر  Landsat8 باشد. به اين منظور تصاوير سري زماني ماهوارهمي

از شبکه عصبي  از مزارع کشاورزي مختلف، يک مجموعه داده آموزشي وبصورت سري زماني  (NDVI) پوشش گیاهي نرمال شده

استفاده شد. جهت تفکیک براي تولید خودکار نقشه محصول در منطقه چناران واقع در استان خراسان شمالي   (CNN) کانولوشني

هاي به منظور برآورد صحت نتايج، نقشهاز تلفیق طبقه بندي نظارت شده و تصحیح بصري استفاده شده است.  محصولات در اين مطالعه،

اني زميهاي سراستفاده از داده تولید شده با نقاط کنترل زمیني بررسي شد و ضريب کاپا و دقت کلي محاسبه شد. نتايج نشان داد که

شبکه مبتني بر  بندي ارائه شدهطبقه اي کارايي بالايي براي شناسايي و تفکیک انواع محصولات کشاورزي دارند. همچنین روشماهواره

)دقت کلي:  جنگل تصادفي هاياز جمله روش هاي مرسومدقت بالاتري نسبت به ساير روش 95.76 کلي با دقت کانولوشنيعصبي 
)دقت کلي: نزديکترين همسايگي  Kو  (85.75)دقت کلي:  شبکه عصبي پرسپترون (،88.78)دقت کلي:  ماشین بردار پشتیبان (،89.85

 يلگوا ينوتد قالباي در منطقه نکلا ياـهييزربرنامه ايبر تطلاعاا ينا در تفکیک و شناسايي محصولات کشاورزي دارد. (،89.60

 ريزي جهت توسعه صادرات محصولات کشاورزي مازاد بر نیاز کشور وواردات محصولات کشاورزي، برنامه، تعیین میزان نیاز کشور به کشت

 .باشندمي مفید ربسیادر سطح کلان مديريتي  نسیوامکانیز توسعه

 (CNN)کانولوشنيشبکه عصبي  (NDVI)، شاخص تفاضلي نرمال شدهLandsat8تفکیک محصولات کشاورزي، سنجش از دور، : کلیدیواژگان 

                                                             
  نويسنده رابط 
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 مقدمه -1

 هاانسانلات پیش روي امروزه يکي از بزرگترين مشک
در  ي جمعیت و به تبع آن کمبود منابعرشد فزاينده

به  باشد.ها ميرفع نیازهاي اساسي انسان ترس جهتدس
گیران و غذايي، تصمیمبر مشکل کمبود مواد منظور نظارت 

ريزان نیاز به کسب آگاهي و اطلاعات به روز از کمیت، برنامه
 کیفیت، نوع، نحوه پراکنش و سطح زير کشت محصولات

ت کشاورزي در ريزي و مديريکشاورزي دارند. بنابراين برنامه
اي نیازمند کسب آگاهي از نحوه مقیاس محلي و منطقه

ها ميو سطح زير کشت آنحصولات کشاورزي توزيع انواع م

باشد. در همین راستا، تهیه نقشه نوع و سطح زير کشت 
ايران از . [1]باشدت زراعي داراي اهمیت فراواني ميمحصولا

جمله کشورهايي است که به علت موقعیت جغرافیايي و آب 
به  ،باشدمستعد کشاورزي ميهاي داراي زمین ،و هوايي

درصد مي 31کشور  اورزي در اقتصادطوري که سهم کش
ها چگونگي برآورد سطح زير کشت باشد. طي سال

محصولات عمده در مناطق مختلف همواره مورد بحث 
هاي ده است. از گذشته تا کنون از روشکارشناسان بو

ها شد که همه اين روشده ميمختلفي براي اين کار استفا

بنابراين . [2]و دقت پايیني داشتند بر و پرهزينه بودندزمان

هاي سنجش از دوري با توجه به پتانسیل بالايشان تکنیک

 براي شناسايي و تفکیک محصولات کشاورزي روي کار
 لـدلی هـب دور از نجشـس ايـهداده از استفادهآمدند. 

 يـطیف دـچن ،بودن زمانه چندد، مانن هاييويژگي تنـداش
 و بـمناس راديومتريکي و مکاني تفکیک قدرت ،بودن

هـعارض کـتفکی هـب ادرـق ،يکپارچه و یعـوس دـدي ،وعـمتن
 و نوع ،سطح جمله از کشاورزي فـمختل محصولات و اـه

 . [3] دهستنکشت  مکاني و زماني الگوهاي

در ايران هنوز از روش هاي سنتي براي آن جا که  از
سطح زير کشت محصولات استفاده مي تفکیک و تخمین

به  زيادي دارند، لزوم دستیابيشود و اين روش ها  خطاي 
 .[2] باشدالگوريتم هاي مناسب ضروري مي

هاي تولید محصولات شهرستان چناران يکي از قطب
شود و در بخش عي و باغي استان خراسان محسوب ميزرا

باغي رتبه اول رقم محصول زراعي و  21کشاورزي با تولید 
گوناگون از اما هر ساله به دلايل  .باشدتا سوم را دارا مي

ط دشت چناران شاهد جمله تامین آب شرب مشهد توس

موجود و بحران  طيشرا با توجه به باشد.افت شديدآب مي
و سطح  ياراض يکاربر تیاز وضع يآگاه منطقه نيآب در ا

عنوان  بهکشاورزي در اين ناحیه کشت محصولات  ريز

 نهیبه تيريکشت و مد يالگو يسامانده گام در نیاول

 .شوديمطرح م ياراض
 ياماهواره ريتصاو استفاده از ينهیدر زم هاييپژوهش

 رکشتيو سطح ز ياراض يکاربر يهانقشه هیته يبرا
جمله  و از ایمختلف دن يدر کشورها يمحصولات کشاورز

از آنها  يتعداد جيادامه به نتا انجام شده است که در رانيا
پژوهشي در يک منطقه کشاورزي حفاظت  .گردديم ارهاش

شده در مشهد براي شناسايي محصولات تابستانه انجام 
 سامانه و تصاوير Landsatشد. از دو تصوير ماهواره 

Earth Google  .شاخصبراي شناسايي باغات استفاده شد 

NDVI1 تصاوير به دست آمد و دو روش  با استفاده از
دقت  .[4]شبکه عصبي و حداکثر احتمال به کار گرفته شد

هاي به کار رفته پايین و از دو تصوير براي تفکیک روش
محصولات استفاده شد که با توجه به مراحل مختلف رشد 

 اشت.گیاهان عملکرد مناسبي ند

 در پژوهشي در منطقه اي از آريزونا در آمريکا که براي

محاسبه و کنترل آب مصرفي مربوط بخش کشاورزي 
و از  Landsatزماني ماهواره از تصاوير سري ،شدانجام 

آنها بر اساس تقويم استخراج شده از  NDVIشاخص 
براي  SVM2 بنديطبقه زراعي منطقه استفاده شد. روش

در   [5]جداسازي و شناسايي محصولات به کار گرفته شد

فته هاي آموزشي کوچک در نظر گرداده ابعاداين مطالعه 
چرا که باعث  ،شودشده که يک نقطه ضعف محسوب مي

شود. مي هاي میدانيآوري دادهزايش هزينه و زمان جمعاف
هاي ديگر مقايسه نشده تا از طرفي اين روش با روش

ت يکي ديگر از مشکلا عملکرد روش بهتر مشخص شود.
دن به محتواي متکي بو هاي مبتني بر پیکسلاساسي روش

 .[6]محتواي زماني استناديده گرفتن ها و مکاني داده

انواع محصولات  در پژوهشي ديگر براي شناسايي

زمانه در وينیپگ کانادا از تصاوير چند ايکشاورزي در منطقه

استفاده شد. در اين مطالعه از باند  UAVSARو پلاريمتري 
L تجزيه هايروشهاي مختلف با استفاده از استفاده و ويژگي 

سپس با استفاده از روش ماشین بردار  .استخراج شد 3فیزيکي
مورد نظر به هفت نوع محصول کاهو، سويا ،  پشتیبان منطقه

. [7]بندي شدندو، برنج، کلزا، علوفه و علف طبقهگندم، ج
 ،اگرچه اين مطالعه دقت خوبي در تفکیک محصولات ارائه داد

                                                             
1 Normalized difference vegetation index 

2 Support vector machine 

3 Freeman- durden 
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ل دسترسي نیستند و هزينه تصاوير راداري به راحتي قاباما 

ن با اين نوع داده به علت کار کرد ها بالاست به علاوهتهیه آن

ها ن و حجم بالاي محاسبات و نويز آنهاي سنگیپردازش
 .مشکلات فراواني به همراه دارد

در در  پژوهشي ديگر در جنوب شرقي روماني انجام شد.
براي  Sentinel 2زماني ماهواره ر سرياين مطالعه از تصاوي

تفکیک چهار محصول گندم، ذرت، برنج و آفتابگردان استفاده 
تصاوير  بنديجهت طبقه مبنادر اين کار رويکرد شي .شد

 بندي نظارت شدهيک روش طبقه و  قرار گرفت استفادهمورد 
(TWDTW)1  با انتخاب خودکار پارامترهاي شکل و مقیاس

ها کم و در اين مطالعه تعداد کلاس.  [8]به کار گرفته شد

همچنین رويکرد شي مبنا با مشکل انتخاب پارامتر روبه رو 
چرا که در يک منطقه کشاورزي هم قطعات بزرگ و  ،است

هم کوچک موجود است و پارامترها هر طور در نظر گرفته 
در تعدادي از  3کم برازشيا  2بیش برازشخطاي شوند دچار 

ر قطعات خواهیم شد. بعلاوه اشتباه الگوريتم منجر به اشتباه د
 .شودمي نیز تشخیص يک قطعه زمین کشاورزي

هاي مرسوم طبقه مشکلات موجود در به کارگیري روش
و از طرفي ديگر،  که در بالا بررسي شدندبندي محصولات 

هاي مورد استفاده به منظور تفکیک کارايي پايین اکثر روش
محصولات کشاورزي، در مواردي که الگوي کشت محصولات 

مختلف مانند گندم و جو، شباهت زيادي داشته باشند، علت 

هاي يادگیري استفاده از الگوريتم اصلي ايده اين مقاله در
هاي روش تفاده ازهاي اخیر اسدر طي سال. شدعمیق 

راي پردازش تصاوير سنجش از دور ب 4(DL) يادگیري عمیق
براي پردازش  DLو اثبات شده است که  بودهبه افزايش  رو

هاي پتیک و راداري براي استخراج پوششدو نوع تصاوير ا هر
تکنولوژي  باشد. يادگیري عمیق يکمناسب مي مختلف زمین

از جمله تصاوير سنجش از  پیشرفته براي پردازش تصاوير
هاي عصبي شبکه ،اصلي اين ساختار هايپايهباشد. دوري مي

تصاوير نوري و بندي که براي قطعه نظارت نشده هستند

ها به علت ابر يا سايه از آن اطلاعات بخشي از هايي کهداده
هاي يادگیري باشند. در روشاشند مناسب ميدست رفته ب

-هینه به صورت خودکار انجام ميي بعمیق پیدا کردن ويژگ

کند. به خوبي عمل مي پیچیدهحل مسائل  در وشود 

 حجم بالا مناسب استهاي با همچنین اين ساختار براي داده

                                                             
1 Time-Weighted Dynamic Time Warping 

2 Over fitting  

3 Under fitting 

4 Deep Learning 

بندي پیکسل زماني( و امکان طبقههاي سري)از جمله داده

در اين مطالعه  .[9]باشداه در اين ساختار بسیار پايین مياشتب

تقويم زراعي منطقه مورد مطالعه، تعداد با در نظر گرفتن 
اي انتخاب شد که مراحل مهم رشد تصاوير سري زماني بگونه

هاي سازي شود. از طرفي دادههر محصول به خوبي مدل
آوري برداري جمعآموزشي با دقت بالا و توسط گروه نقشه

هاي آموزشي که فاکتور مهمي در شد. همچنین ابعاد داده
 ها مي باشد را بزرگ درنظر گرفتیم.يتمتعیین دقت الگور

ي شده است: بخش دهسازماناين مطالعه در چهار بخش 
ها؛ مواد و روش شد؛ بخش دوم، اول مقدمه است که بیان

بخش سوم، منطقه و داده مورد مطالعه؛ بخش چهارم، 

هاي نتايج آمده است. جزئیات الگوريتمسازي و ارائه یادهپ
 .شودهاي بعدي شرح داده ميدر بخش مورد استفاده

 مواد و روش ها -2

یشنهادي روش پاين بخش به تشريح جزئیات ساختار 

(، ساختار کلي کار ارائه شده 1پردازد. مطابق با شکل)مي

در مرحله پیش پردازش، تصحیحات طیفي و هندسي است. 
 NDVIتصاوير سري زماني انجام شد. سپس شاخص 

تصاوير سري زماني استخراج مي شود. با در نظر گرفتن 
 شده دادهالگوريتم مورد نظر آموزش مجموعه داده آموزشي، 

شود. سپس به ظر انجام ميبندي براي منطقه مورد نو طبقه
 با بندي پیشنهاديالگوريتم طبقهمنظور بررسي دقت کار 

شود. در مقايسه ميبندي طبقهچهار الگوريتم متدوال 
اي هاي مقايسهپارامترهاي بهینه براي الگوريتم رحله بعدم

هاي آموزشي و بکار بردن الگوريتم با استفاده از همان داده

گردد. پس از محاسبه تعیین مي 5ايجستجوي شبکه
اي نهايي انواع محصولات تولید هنقشه ،مترهاي بهینهپارا

CNNشود و با الگوريتم مي
که در ادامه  شودمقايسه مي 6

 جزئیات کار بیش تر توضیح داده خواهد شد. 

 NDVIشاخص  -2-1

NDVI پايش ايبر هايکي از پرکاربردترين شاخص 

 يباندهااز  معیني نسبت غلباست. ا گیاهي پوشش اتتغییر

و  گیاهي پوشش يهانقشه ايبر زـقرمو  يکدنز قرمز دونما

 ينا ايرز دگیرمي  اررـق دهستفاا ردمو هاآن يطاشر سيربر

                                                             
5 Grid search 

6 Convolutional neural network  
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شوند. وجود ترتیب با گیاهان جذب و منعکس مي بهباند دو 

يک نسبت بالا نشان دهنده پوشش گیاهي سالم است. در 

لم و اسک نسبت پايین مبین پوشش گیاهي ناحالي که ي

از  NDVIدچار استرس يا بدون پوشش است. شاخص 

 .[10]شودمحاسبه مي (1) طريق رابطه

(1) 𝑁𝐷𝑉𝐼 =
𝑁𝐼𝑅 − 𝑅𝐸𝐷

𝑁𝐼𝑅 + 𝑅𝐸𝐷
 

در   -1+ و 1ارزش عددي اين شاخص بین اعداد 

تر + نزديک1ت شده است هر چه عدد به نوسان است و ثاب

 .[11]هي بیشتر استپوشش گیاشود نشان دهنده 

پی  پردازش تصاویر 

اگوریت  های طبقه بندی کننده 

KNN CNN SVM RFMLP

 
ی 
ند
ه ب
بق
 ط
ع
وا
ان

ده
نن
ک

طبقه بندی کننده 

 
ی 
ها
تر
رام
 پا
ی
از
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ه 
ین
ب 
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نن
ی ک

ند
ه ب
بق
ط

داده  موزشی 

داده تس  

به روز رسانی پارامترها 

ارزیابی 
د  

تو ید پارامترهای  
ب ینه و مد  ب ینه

تو ید نقشه  
ن ایی

 یر  اب   بو  

 اب   بو   

سری زمانی شاخص 
NDVI

 تصاویر سری زمانی  

Landsat8

 فلوچارت روش پیشنهادي -1شکل

 طبقه بندی -2-2

هاي کشاورزي روش بندي محصولاتبه منظور طبقه

-که شامل سه رويکرد اصلي مي رودمختلفي به کار مي

 ل، مبتني بر شي و مبتني بر محتواشوند: مبتني بر پیکس

ادگیري عمیق که به تازگي در هاي مبتني بر يروش. [12]

 از محتواي اند،مورد استفاده قرار گرفتهبندي تصاوير طبقه

. اين [13]کننداستفاده ميها و زماني دادهمکاني  اطلاعات

ت نظارت شده و نظارت نشده عمل ها به دو صورروش

هاي نظارت شده در کنند. از آن جا که دقت روشمي

در اين  ،باشداي بالاتر مياوير ماهوارهبندي تصطبقه

. سپس [14]شودلعه از روش نظارت شده استفاده ميمطا

نظارت  بنديار رفته با چهار روش متداول طبقهروش به ک

شبکه  ،2، ماشین بردار پشتیبان1: جنگل تصادفيشده

مقايسه مي  4نزديکترين همسايگي Kو  3عصبي پرسپترون

یشنهادي و در ادامه روش کار الگوريتم پ .[15]شود

 اي به طور خلاصه ارائه مي گردد.هاي مقايسهالگوريتم

  یشبکه عصبی کانو وشن -2-2-1

يک روش نیرومند  (deep learning) يادگیري عمیق

يادگیري ماشین است که براي حل طیف وسیعي از 

پردازش  بینايي ماشین، کارهاي مرتبط با پردازش تصوير،

يکي .  [16] روديسیگنال و پردازش زبان طبیعي به کار م

هاي يادگیري عمیق شبکه عصبي از مشهورترين معماري

مرتبط با  هايدر حوزهباشد که ( ميCNNs) کانولوشني

. اين [17]شودير سنجش از دوري به کار گرفته ميتصاو

باشد و نسبت به روش يک روش يادگیري نظارت شده مي

صاوير بندي تهاي يادگیري عمیق در طبقهساير معماري

 باشد. اين روشتري دارا ميسنجش از دوري دقت بالا

ها يا اي از چندين لايه شامل نرونتصاوير را از مجموعه

دهد. هر نرون به )کانوولوشني( عبور مي هاي کوچککرنل

-کند و يک خروجي مياز تصوير نگاه مي بخش کوچکي

هترين دهد. اين خروجي شامل کلاس يا احتمالي براي ب

معماري شبکه عصبي  باشد.ها ميتوصیف از کلاس

نشان  2 در شکل لوشني به کار رفته در اين مطالعهکانو

کانولوشن: -1: شدباشامل سه لايه ميداده شده است که 

)وزن ها( به آرامي روي تصوير عبور  هادر اين لايه کرنل

معماري  .کنندهاي مختلف را استخراج ميژگيکرده و وي

-طالعه شامل سه لايه کانولوشني ميبه کار رفته در اين م

اين لايه ابعاد داده را در حوزه  : poolingلايه -2 .باشد

                                                             
1 Random forest 

2 Support vector machine 

3 Multilayer perceptron 

4 K nearest neighbors  
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دهد تا کاهش تعداد پارامترها کاهش مي ورمکان به منظ

جلوگیري  over fittingها را کاهش داده و از پديده هزينه

هاي ورودي را به : اين لايه، لايهمتصليه تماما لا-3 کند.

 .[14]کنديه يک بعدي تبديل مييک لا

2-2-2-  Kنزدیکترین همسایگی 

هايي است که بسیار از جمله الگوريتم  KNNالگوريتم

و يک الگوريتم غیر پارامتريک  کندساده عمل مي

اي طبقه اين الگوريتم روشي نظارت شده بر .[18]است

هاي ترين نمونهترين يا مشابهبندي اشیا بر اساس نزديک

آموزشي در فضاي ويژگي است. اين نزديکترين همسايگي 

شود. فاصله بین دو وابع فاصله تعیین ميبر اساس ت

( به 2رابطه ) بعدي با استفاده از nدر فضاي  𝑥2و 𝑥1 نقطه

 آيد.دست مي

(2) 
 𝑥1 = (𝑥11. 𝑥12 . … . 𝑥1 𝑛)   

𝑥2 = (𝑥21. 𝑥22 . … . 𝑥2 𝑛)   

𝑑𝑖𝑠𝑡(𝑥1 . 𝑥2) = √∑ (𝑥1 𝑖 − 𝑥2 𝑖)𝑛
𝑖=1

2 

-مي KNNدر هنگام محاسبه فواصل براي الگوريتم 

هاي مختلفي از جمله فاصله اقلیدوسي يا توان از معیار

Mahalanobis [19]استفاده کرد. 

 ا گوریت  ماشین پشتیبان -2-2-3

کننده ماشین بردار پشیبان يک شیوه طبقه بنديطبقه

ايده اساسي . [20]نظارت شده و غیر پارامتريک است بندي

، هاي مختلفبراي جداسازي کلاس  کنندهبندياين طبقه

گیري به يافتن يک ابر صفحه بهینه به عنوان سطح تصمیم

 باشد که حاشیه بین دو کلاس را بیشینه کندمياي گونه

 .(2)شکل

 
 ابر صفحه بهینه، بردارهاي پشتیبان -2شکل

ير نیستند و در ها به طور خطي جدايي پذکلاساغلب 

شتیبان از توابع کرنل استفاده ماشین بردار پچنین مواردي 

در به کارگیري اين الگوريتم تعیین مناسب  .کندمي

 )پارامتر تنظیم( و پارامترهاي کرنل از C جريمه پارامتر

 .[21]است اهمیت بالايي برخوردار

باشد که هر موجود مي  lهاي آموزشيفرض کنید داده

 بعدي  n بردار ويژگي ixشود، نشان داده مي )iy,ix(يک با 

 nابر صفحه مورد نظر در فضاي ، کلاس آن باشد i y و

 ( تعیین مي شود.3بعدي با رابطه )

(3) 0)( bxwT 

W  ،بردار وزنb  بردار باياس و  کرنل براي تابع

ها به فضاي بالاتر است. بیشینه نمودن حاشیه انتقال داده

باشد که مي wبین دو کلاس معادل کمینه کردن اندازه 

 شود.( مي4) قید دراسازي منجر به حل مسئله کمینه

(4) 
 

 

 ا گوریت  شبکه عصبی پرسپترون چند لایه -2-2-4

هاي عصبي را به توان شبکهبندي ميدر يک تقسیم

شبکه هاي نظارت شده و نظارت نشده تقسیم کرد. در 

د آموزش شبکه با استفاده از نظارت شده فرآينهايشبکه 

هاي نظارت از جمله شبکه شود.ميهاي آموزشي انجام داده

صبي پرسپترون اشاره کرد که توان به شبکه عشده مي

بندي تصوير در سنجش از ترين مدل براي طبقهمعمول

 ت. دور اس

 
 ساختار شبکه عصبي -3شکل

 ءکه جز لايه چند ونپترـپرسالگوريتم  يک( 3شکل)

از  معمولاًرود، به شمار مي کهاي غیر پارامتريالگوريتم

 لايه يکو  نهفته لايه چند يا يک، ورودي لايه يک

را  تطلاعاا ترتیب به که ستا هشد تشکیل جيوخر

,...,kibxwytoSubject

CwMin

iii

k

i

i

1   1))(.( : 

)
2

1
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1
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ها در اين انتخاب تعداد نرون .کندازش ميدرـپو   تـيافدر

 MLP. فرآيند يادگیري شبکه [22] باشدمي الگويتم مهم

 xبعدي  nهاي داده متشکل از بردار ورودي بر اساس نمونه

به نام مقصد است. با پردازش  dبعدي  mو بردار خروجي 

بردار سیگنال خروجي  x ،MLPبردار ورودي 

(k=1,2,….m)ky کند که در آن را تولید ميw  بردار وزن

باشد. سیگنال خطاي تولید شده نشان به روز شده مي

دهنده مکانیسم کنترلي الگوريتم يادگیري است. الگوريتم 

بر اساس کمینه سازي تابع خطا در  MLPيادگیري 

و به کارگیري  i=1…..nبراي   (xi , di)مجموعه آموزشي

  .[22]شودتعريف مي 5 نرم اقلیدسي با استفاده از رابطه

(5) 𝐸(𝑤) =
1

2
 ∑‖𝑦(𝑥𝑖 . 𝑤) − 𝑑𝑖‖2

𝑁

𝑖=1

 

   تصادفیگا گوریت  جن -2-2-5

 تعلقمتري و ميک روش غیرپاراتصادفي روش جنگل 

ر اواخر قرن است که د 1جمعيهاي دستهده روشبه خانوا

 [23] .هاي يادگیري به دست آمدنوزدهم از روش ماشین

هاي رگرسیوني که درختاي از جنگل تصادفي از مجموعه

ي به کار گرفته شده است هاي آموزشبا بازسازي داده

. درختان تصادفي بردار ورودي را [24]شودساخته مي

بندي کرده و ه، آن را با هر درخت درجنگل طبقهگرفت

هاي کلاسي هستند که از  اکثريت آرا خروجي، برچسب

هاي تصمیم جنگل تصادفي درخت دريافت شده است.

بردار بندي يک شي جديد کند. براي طبقهدي تولید ميزيا

ورودي در انتهاي هر يک از درختان جنگل تصادفي قرار 

شود که بندي ميگیرد و هر درخت منجر به يک طبقه مي

. [25]دهدشود اين درخت به آن کلاس راي ميگفته مي

 RFپارامتر بايد توسط کاربر براي راه اندازي الگوريتم  3

که تعداد  nاز  تعیین شوند. اين پارامترها عبارت اند

هايي که به طور تعداد ويژگي mدرختان براي رشد و 

گره در يک درخت در نظر  تصادفي براي انشعاب در هر

اندازه گره نهايي درختان که  و حداقل شودگرفته مي

. اين الگوريتم نسبت شودتر از آن درخت تقسیم نميبیش

در   𝑚√حساسیتي ندارد و معمولا به صورت  mبه مقدار 

  .[26]شودنظر گرفته مي

                                                             
1 Ensemble 

 بندی کنندهسازی پارامترهای طبقهب ینه -2-3

دن مقادير بهینه هدف از اجراي اين بخش به دست آور

هاي مورد نظر بندي کننده است. الگوريتمپارامترهاي طبقه

ها به سب خواهند داشت که پارامترهاي آنزماني کارايي منا

هاي مختلفي شگیري شود. براي اين منظور رودقت اندازه

نظور بهینه سازي شده است. در اين پژوهش به م ارائه

اي کننده از روش جستجوي شبکه بنديپارامترهاي طبقه

اي، روشي . الگوريتم جستجوي شبکهشده استاستفاده 

باشد. در اين روش يک مدل مي پارامترهاي رايج در انتخاب

امترها ها در محدوده مورد نظر از پاربشبکه از مجموعه جوا

کامل بر روي تمام شبکه  در نظر گرفته و يک جستجوي

شود. براي مقادير مختلف هر پارامتر مقداري که به انجام مي

وان شود به عنکلي داراي بیشترين مقدار مي ازاي آن دقت

. در اين مطالعه [27]شودمقدار بهینه در نظر گرفته مي

ان نمونه به عنو درصد 66 هازمیني دادههنگام برداشت 

براي برآورد  آزمايشينمونه  درصد به عنوان 36آموزشي و 

بندي استفاده شده است. در ابتدا الگوريتم با طبقه دقت

داده هاي آموزشي آموزش قادير اولیه پارامترها توسط دادهم

 آزمايشيگیري آن روي داده و در ادامه نتايج ياد شده

توسط  آزمايشيگردد. معیار ارزيابي بر روي داده ارزيابي مي

گیرد. پس از انجام مي( Kو ضريب کاپا ) (OA) شاخص کلي

فرآيند يادگیري متوقف  ،بول بوددقت قابل ق ارزيابي اگر

بندي اين صورت مقادير پارامترهاي طبقهشود و در غیر مي

د. شوفرآيند يادگیري دوباره انجام مي کننده بهینه شده و

يابد که الگوريتم مورد نظر به ين فرآيند تا زماني ادامه ميا

 شود دست يابد. دقت مطلوب که توسط کاربر تعیین مي

 هاو دادهمورد مطا عه منطقه  -3

 هاياين بخش به جزئیات منطقه مورد مطالعه و داده

هاي استفاده ه منظور ارزيابي عملکرد الگوريتممورد استفاده ب

 .پردازدبندي محصولات کشاورزي ميبراي طبقهشده 

 های سری زمانی ماهواره  ندس داده -3-1

و سنجنده  Landsat8 ارهماهو يروتصامطالعه از  يندر ا

OLI  متر  30 مکاني باند طیفي با قدرت تفکیک 9شامل

 اين ماهواره استفاده شد. قدرت تفکیک راديومتريکي تصاوير

 تشابه لیلدبه روز مي باشد. 16و دوره تکرار آن  بیتي 12
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 يک از انتونمي منطقه هعمد کشاورزي تمحصولا بین طیفي

 ردوـم هـمنطق تـکش يلگوا اجستخرو ا تفکیک ايبر تصوير

 لشما منطقهدر  که تحقیقيدر . [28]دکر دهستفاا هـمطالع

  ابهـتش هـک سیدندر نتیجه ينا به شد، منجاا يسکانسینو

را  يپذير تفکیک صحت هکنند انخز يهاگونه ینـب يـطیف

 مانيزيسر يروتصااز  تحقیق يندر ا .[29]دـهديـم اهشـک

 يکديگراز  مختلف تمحصولا تفکیک ايبر NDVIو شاخص 

اي زماني اخذ مجموعهمنظور از تصاوير سريشد.  دهستفاا

 يکسانهاي مختلف از يک منطقه اي در زمانتصاوير ماهواره

 به مناسب يزمان دامنه نییتع اين مطالعه براي در .است

 از يافتيدر اطلاعاتبه  مراجعه با ر،يتصاو يهیته منظور

تصاوير مورد نظر  ،کشاورزي شهرستان چناران جهاد سازمان

و  ، داشتکاشتمهم بر اساس تقويم زراعي منطقه و مراحل 

 .(1)جدول  برداشت محصولات انتخاب شد

 1جدول 

 محصولات کاش  برداش 

 چغندر ارديبهشت تا خرداد آبان تا آذر

 سیب زمیني اسفند تا خرداد تیر تا آبان

 گوجه فرنگي اسفند تا فروردين خرداد تا آبان

 ذرت خرداد تا تیر مرداد تا آبان

 گندم ديم و آبي آبان تا آذر تیر تا مرداد

 جو ديم و آبي مهر تا آبان تیر تا مرداد

 15 ،لازم در يک بازه يک سالههاي پس از بررسي

دانلود شد. از میان تصاوير دانلود  USGSسايت  ازتصوير 

تعدادي از تصاوير درصد ابر بالايي داشتند و به همین شده 

ي اشدند. در نهايت ده تصوير به گونهعلت کنار گذاشته 

وجود ماه يک تصوير انتخاب شدند که تقريبا براي هر 

 (.2)جدول باشدداشته 

 +ETMاي مورد استفاده از سنجنده تصاوير ماهواره -2جدول

 تاریخ تصاویر

 شهريور 19/06/94 1تصوير

 مهر 20/07/94 2تصوير

 آذر 08/09/94 3تصوير

 بهمن 12/11/94 4تصوير

 فروردين 01/01/95 5تصوير

 ارديبهشت 02/02/95 6تصوير

 خرداد  03/03/95 7تصوير

 تیر 20/04/95 8تصوير

 مرداد 21/05/95 9تصوير

 شهريور 06/06/95 10تصوير

 داده  موزشی -3-2

هاي آموزشي از سطح منطقه نمونه ،پس از انتخاب تصاوير

 GPSمورد نظر با استفاده از بازديد میداني با استفاده از 

استخراج  Shap fileها به صورت دادهآوري شدند. اين جمع

ها به منظور تبديل ند. با هدف سهولت در پردازش دادهشد

-هاي جمعنمونه ابتدا در تصاوير ،ها به شکل رستريداده

مناطق مورد نظر مورد نظر را تشخیص داده و  آوري شده

و  استخراج شد براي هر نمونه آموزشي بصورت پلیگون

که در  شديجاد صفر و يک ابراي هر کلاس يک تصوير 

هاي مختلف روشمقايسه براي  شده است.  ارائه 3جدول 

-کار گرفته شده نمونه هاي بهدر همه الگوريتمبندي، طبقه

 نظر گرفته شدند. هاي آموزشي و آزمايشي يکسان در

 مطالعه تعداد داده هاي آموزشي منطقه مورد -3جدول

 محصولات های هر محصو تعداد پیکس 

 باغ 1333

 چغندر 525

 گندم و جو ديم 3653

 گندم و جو آبي 716

 گوجه فرنگي 1044

 خیار 30

 کلزا 62

 پیاز 12

 سیب زمیني 182

 يونجه 502

 زعفران 502

 ذرت 1293

 مورد مطا عهمنطقه  -3-3

پردازد. اين بخش به جزئیات، منطقه مطالعاتي مي

باشد که در مي خراسان رضوي استاناز شهرهاي  چناران

کیلومتري  45 و مشهدکیلومتري شمال غربي  50فاصله 

منطقه  است. چناران در واقع شده شانديزشمال غربي شهر 

 6دقیقه و  7درجه و59مورد نظر داراي طول جغرافیايي 

ثانیه  24دقیقه و 38درجه و  36ثانیه و عرض جغرافیايي 

متر و  1180باشد. ارتفاع متوسط منطقه از سطح دريا مي

آب و هواي آن در  میلیمتر است. 487میزان بارش سالیانه 

و  باشدمي فصل بهار اغلب بسیار باراني و همراه با باد شديد

 دهد.دگي اين شهرستان در زمستان رخ ميبیشتر بارن

هزار هکتار سطح زير کشت زراعي بیش از ده  41چناران با 
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کند. صولات کشاورزي استان را تولید ميدرصد از مح

گوجه  ترين محصولات اين منطقه سیب زمیني،عمده

 .(4 شکل) باشدفرنگي، چغندر قند و ذرت مي

 
 موقعیت جغرافیايي منطقه مورد مطالعه -4شکل

 پیاده سازی وارائه نتایج -4

شنهادي هاي پیي ارزيابي دقت و عملکرد الگوريتمبرا

زماني استفاده شده است. پیش از شروع از تصاوير سري

بر روي  هاپردازشپیش اده سازي لازم است يک سري پی

 هاي آموزشي انجام شود. درتصاوير سري زماني و داده

 هاي بعدي جزئیات اين کار شرح داده خواهد شد.قسمت

 پی  پردازش داده ها -4-1

هاي مورد نیاز در اين مطالعه به علت وجود داده

ها و دستگاهي نیاز به يک سري پردازششرايط محیطي 

زماني اخذ شده توسط سنجنده . تصاوير سريدارند

ETM+ پیش پردازش  باشد.مي نیازمند دو سري پردازش

گیرد که شامل: دو مرحله انجام مي اين تصاوير در

است.  2)هندسي( مکانيتصحیحات و  1ات طیفيتصحیح

طیفي بر روي مقادير درجات خاکستري و ات تصحیح

ها به منظور حات مکاني براي روي موقعیت پیکسلتصحی

گیرد. منطبق نمودن آنها با پیکسل زمیني انجام مي

شامل تبديل مقادير خام درجات تصحیحات طیفي 

خاکستري به راديانس بالاي اتمسفري و نهايتا به مقادير 

. اين رويه در مرحله [30]انعکاس واقعي بر روي زمین است

اول يعني تبديل مقادير درجات خاکستري به راديانس 

گیرد و در انجام مي سنجنده رايبضبالاي اتمسفر با اعمال 

 3فلشسط مدل تصحیح اتمسفري ادامه مقادير راديانس تو

از آنجا که  گردد.انعکاس روي زمین تبديل مي ضرائب به

هاي زمیني با استفاده از جي پي اس دستي انجام برداشت

                                                             
1 Radiometric Error 

2 Geometric Error 

3 FLAASH 

ها و ه منظور تصحیح موقعیت مکاني پیکسلشده است، ب

ني جمع زمین مرجع نمودن آنها، ابتدا نقاط کنترل زمی

 ،آوري شدهجمع رلکنت توسط نقاط تصاوير آوري و سپس

ريشه  میانگین مربعات خطا  زمین مرجع گرديد. خطاي 
-نمونه باشد و بازپیکسل مي 0.3زمین مرجع نمودن زير 4

  انجام گرفت. 5نیابي خطيروبرداري نقاط توسط الگوريتم د

 سازیپیاده -4-2

در اين مطالعه به منظور ارزيابي و تحلیل نتايج و 

هاي بصري و کمي تحلیل هاي به دست آمده ازخروجي 

استفاده شده است. تحلیل کمي نتايج با استفاده از 

-پردازش و ضريب کاپا انجام شده است. کلي دقتشاخص 

با  ايرايانههاي مورد نیاز در اين مطالعه با استفاده از 

ا گیگ 4اي اينتل، حافظه هسته 5مشخصات، پردازنده 

یتي انجام شده ب 64ندوز و وي ا بايتگیگ 2، گرافیک بايت

متداول بندي طبقهالگوريتم  چهاردر اين مطالعه از است. 

و  منطقهکشاورزي به منظور تولید نقشه محصولات 

فاده شد، که است مقايسه نتايج آن با الگوريتم پشنهادي

به  توجهبا هاي قبلي ارائه گرديد. جزئیات آن ها در بخش

حاضر به هاي مورد استفاده در پژوهش اينکه الگوريتم

در نتیجه نیاز به داده  ،کنندارت شده عمل ميصورت نظ

آموزشي به عنوان يکي از مراحل اصلي براي حصول نتايج 

اده آموزشي از اهمیت بالايي است. کیفیت و کمیت د

دار است و به صورت قابل توجهي روي نتايج نهايي برخور

تاثیر گذار است. اگرچه استاندارد کلي براي تعیین کمیت 

و کیفیت داده آموزشي تا کنون تعريف نشده، اما در 

هاي درصد از داده 66سعي گرديد حدود  پژوهش حاصل

به عنوان میداني را به عنوان داده آموزشي و مابقي آن 

. ارزيابي نتايج بر روي در نظر گرفته شود آزمايشيداده 

بدين صورت که ابتدا گیرد، صورت مي آزمايشيهاي داده

 هايبا استفاده از داده بنديیشنهادي طبقهپ الگوريتم

آموزشي، آموزش داده و پارامترهاي لازم آنها بهینه و در 

مورد ارزيابي قرار  آزمايشيمرحله بعدي با استفاده از داده 

لازم براي هرکدام  هايگیرد. پس از انجام پیش پردازشمي

زماني که جزئیات آنها در قسمت قبل از تصاوير سري

نها آي هرکدام از برا NDVIشاخص  ،گرديدتشريح 

                                                             
4 Root mean square Error 

5 Bi Linear Interpolation 
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داشتن موقعیت  اختیارله با در . در هر مرحشدمحاسبه 

، از آزمايشيشي و زهاي آموهرکدام از داده يهاپیکسل

استخراج گرديد. شاخص  ايماهواره زمانيداده سري

NDVI هاي آموزشي جمعاستخراج شده از تصاوير و نمونه

-هاي طبقههاي ورودي الگوريتمآوري شده به عنوان داده

ها با توجه به اين که نمونه .در نظر گرفته شد بندي،

آموزشي مربوط به سه کلاس پیاز، زعفران و خیار به 

 منظور ايجادنسبت ساير محصولات کمتر بودند، و به 

در فرآيند آموزش الگوريتم  آموزشيهاي تعادل میان نمونه

به اين ، ولوشنيپیشنهادي مبتني بر شبکه عصبي کان

ماتريس وزن  کلاس ها وزن بیشتري اختصاص داده شد.

تولید شد.  Glorot normal initializerتوسط روش

اين مطالعه همان به کار رفته در  CNNsمعماري شبکه 

داراي سه لايه  ،نشان داده شده است 5گونه که در شکل 

 Fullyو يک لايه  Max Poolingکانولوشني يک لايه 

Connected ابعادبه کار رفته داراي  مي باشد. تابع کرنل 

تعداد فیلترهاي به  باشد.مي Reluو تابع فعالسازي  3*3

، در لايه کانولوشني 16کار رفته در لايه کانولوشني اول

عدد در نظر گرفته  64شني سوم و در لايه کانولو 32دوم 

 انجام شد back-propagationآموزش شبکه به صورت شد.

براي بهینه سازي الگوريتم مورد استفاده از الگوريتم و 

Adam  4−10استفاده شد. در نهايت نرخ يادگیري شبکه 

 در نظر گرفته شد.

Convolution

1

Convolution

2
Max pooling

Convolution

3

Fully 

connected

Soft max

10

13

13

K-S =3*3

A- F=Relu

N=16

K-S =3*3

A- F=Relu

N=32

K-S =3*3

 

K-S =3*3

A- F=Relu

N=64

 
 کانولوشنيمعماري شبکه عصبي کانولوشن  -5شکل

 هاتعداد همسايگي .KNNدر پیاده سازي الگوريتم 

در پیاده سازي الگوريتم . گرفته شددر نظر  4 با برابر

با  RBFکرنل تابعو   C=500پارامتر SVM بنديطبقه

 تعداد MLP در روش استفاده شده است. γ 0/001=پارامتر

عدد و  10ها يعني ها در لايه اول برابر تعداد شاخصنرون

عدد  20هاي لايه پنهان بر اساس سعي و خطا تعداد نرون

در  n=89تعداد درختان RFدر الگوريتم در نظر گرفته شد. 

-بندي شده در شکلهاي طبقهنتايج نقشه نظر گرفته شد.

با توجه به نتايج ارائه  شده است. ارائه 10و9و8و7و6هاي 

به  هايمحصولات با استفاده از الگوريتم بنديطبقه ،شده

و با استفاده از اين  باشده نسبتا قابل قبول ميکار رفت

ها دوازده نوع محصول شامل باغ، چغندر قند، گندم و روش

جو ديم، گندم و جو آبي، گوجه فرنگي، خیار، کلزا، پیاز، 

با دقت بالايي از يکديگر سیب زمیني، يونجه و زعفران 

مبتني بر شبکه ادي اما دقت روش پیشنه. تفکیک شدند

-ها ميدر مجموع بالاتر از ساير روشولوشني عصبي کان

روش پیشنهادي  اصليترين خصوصیت و قابلیت مهم. باشد

تر آن در ير رقباي خود عملکرد بهتر و موفقنسبت به سا

وسعت هاي داراي يژه کلاسشناسايي همه محصولات به و

-بنديباشد. بر اساس ديد بصري طبقهمي کم در منطقه

گوريتم لشود که توانايي اميهاي انجام شده مشخص 

پیشنهادي در تشخیص محصولاتي مثل پیاز و خیار و 

بیشتر بوده  ،هاي آموزشي کمي داشتندزعفران که داده

هاي داراي همچنین اين روش توانسته است زمین .است

محصول بیشتري شناسايي کند. توانايي شناسايي محصول 

. ا بوده استهشيونجه نیز در اين روش بیشتر از ساير رو

 ،توان صرفا به ديد بصري اکتفا کردتوجه به اينکه نميبا 

 ، کلیهکارايي و بازدهي بیشتر روش پیشنهاديبراي اثبات 

ها مورد بررسي کمي قرار گرفته اند. براي اين الگوريتم

منظور از دو شاخص دقت کلي و ضريب کاپا استفاده شده 

قابل  4 در جدول شماره نتايج بدست آمده است که

مشاهده مي باشد. دقت روش پیشنهادي بالاتر از ساير 

 CNNs بندي پیشنهاديطبقه . الگوريتمباشدها ميروش

مي درصد  88.25 و ضريب کاپا 95.76داراي دقت کلي 

در تفکیک و شناسايي ها ساير روشباشد که نسبت به 

تر عمل کرده است. بنابراين هم نتايج محصولات دقیق

ي بالاي روش نتايج کیفي دقت و کارايکمي و هم 

که اين عملکرد بالاي روش  دهندپیشنهادي را نشان مي

CNNs و  زماني هايويژگي به دلیل استفاده همزمان از

 باشد.مکاني مي
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 CNNنقشه طبقه بندي محصولات کشاورزي منطقه چناران با الگوريتم  -6شکل 

 

 

 
 KNNنقشه طبقه بندي محصولات کشاورزي منطقه چناران با الگوريتم  -7 شکل
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 SVMنقشه طبقه بندي محصولات کشاورزي منطقه چناران با الگوريتم  -8شکل 

 
 

  
 MLPنقشه طبقه بندي محصولات کشاورزي منطقه چناران با الگوريتم  -9شکل 

 

139



 

ي 
ش

وه
پژ

ه 
قال

م
- 

ئه
ارا

 
ش

رو
 

قه
طب

 
ي

ند
ب

 
ي

تن
مب

 بر 
ي

یر
دگ

يا
 

ق
می

ع
 

 در
ک

کی
تف

 
اع

انو
 

ت
ولا

ص
مح

 
ي

رز
شاو

ک
 ...

 

 
 RFنقشه طبقه بندي محصولات کشاورزي منطقه چناران با الگوريتم  -10شکل

 
 دقت روش پیشنهادي و ساير روش ها به صورت کمي -4جدول

 روش د   کلی ضریب کاپا )%(

88.25 95.76 Proposed CNN 

83.12 89.60 KNN 

85.45 88.78 SVM 

78.33 85.75 MLP 

84.51 89.85 RF 

 نتیجه گیری -5

-طبقه منظور بررسي عملکرد روشپژوهش حاضر به

 محصولات سطح زير کشت در تولید نقشهCNN  بندي

-چناران با استفاده از تصاوير سريشهرستان  کشاورزي

ها و مشکلات چالشانجام شد.  Landsat8زماني ماهواره 

موجود در بحث شناسايي محصولات کشاورزي و استفاده 

نتايج نشان داد  .تر عنوان گرديداي پیشتصاوير ماهواره از

 طبقه بندي پیشنهادي مبتني بر که استفاده از الگوريتم

CNN با توجه به نمونه در شناسايي محصولات کشاورزي-

نسبت  ارزيابي دقت کمي،هاي آموزشي يکسان و دو معیار 

ملکرد بهتري از خود هاي مورد استفاده عبه ساير روش

هاي موجود به طرز موثري بر چالش و توانست داد نشان

انواع هاي دقیق سطح زير کشت وجود نقشهغلبه کند. 

 ،هر منطقه اهمیت زيادي دارددر  کشاورزي محصولات

هاي مختلفي از جمله تواند در زمینهچرا که اين آگاهي مي

ريزي در ، برنامهکشاورزي اصلاح الگوي کشت محصولات

مورد نیاز بخش کشاورزي، برآورد بودجه زمینه منابع آبي 

مورد نیاز به منظور اختصاص ماشین آلات مورد نیاز هر 

بخش مورد استفاده قرار بگیرد. بنابراين استفاده از اين 

براي تولید نقشه  روش با صرف هزينه و زمان بهینه

در تحقیقات آتي به  شود.لات زراعي توصیه ميمحصو

سطح زير کشت با دقت بالاتر  هايمنظور دستیابي به نقشه

و قدرت تفکیک مکاني بهتر، از تلفیق تصاوير راداري و 

و شبکه هاي يادگیري عمیق   2و1نوري ماهواره سنتینل 

 استفاده خواهد شد.

 تقدیر و تشکر

مولفین مقاله بر خود لازم مي دانند تا از سازمان 

فضايي ايران و سازمان جهاد کشاورزي براي کمک در 

 تشکر و قدارني نمايند.هاي میداني ري دادهجمع آو
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