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از تصاویر ابرطیفی با  نشده برای استخراج ویژگیمعرفی روشی نظارت  

 بندی باندها در فضای پدیدهاستفاده از خوشه

 2، مهدی مختارزاده1بهنام اصغری بیرامی

 دانشگاه صنعتي خواجه نصیرالدين طوسي  -برداري نقشهدانشکده مهندسي  - دورازسنجش دانشجوي دکتري 1
behnam.asghari1370@gmail.com 

 دانشگاه صنعتي خواجه نصیرالدين طوسي -برداري نقشه دانشکده مهندسي دانشیار 2

m_mokhtarzade@kntu.ac.ir  

 (1398 تیر، تاريخ تصويب 1397 فروردين )تاريخ دريافت

 چکیده

هاي بالايي در شناسايي عوارض و هاي ابرطیفي با اخذ تعداد زيادي از باندهاي الکترومغناطیسي مجاور همواره از پتانسیلسنجنده

ها توانايي بالاتري در تقريب منحني شود تا اين نوع سنجندههاي سطح زمین برخوردار هستند. اين تعداد زياد باند اگر چه موجب ميپديده

رد طبقه بندي کننده آورند. سختي در انتقال داده، ضعف عملکطیفي مواد داشته باشند ولي از سوي ديگر مشکلاتي را نیز به وجود مي

باشند. از اين رو ترين اين مشکلات ميي مهمهاي آموزشي محدود و زمان و حجم پردازش بالا از جملههاي مرسوم به دلیل تعداد داده

نشده مبتني هاي مختلف کاهش ويژگي براي اين نوع تصاوير پیشنهاد شده است. در مقاله پیش رو يک روش استخراج ويژگي نظارتروش

ها، بندي تصوير و تشکیل فضاي پديده به کمک میانگین خوشهبندي ارائه شده است. در روش پیشنهادي، پس از خوشهبر تکنیک خوشه

شود. و در هر خوشه از چهار نوع شاخص آماري گرايش مرکزي میانگین، بندي ميخوشه K-medoidsبندي باندها به کمک الگوريتم خوشه

ها بر روي سه تصوير سازيشود. نتايج نهايي پیادههارمونیک و میانه به منظور استخراج ويژگي استفاده مي میانگین هندسي، میانگین

هاي به بندي با ويژگيدهد که دقت کلي طبقههاي آموزشي مختلف در هر کلاس نشان ميواقعي ابرطیفي در شرايط وجود تعداد داده

درصد بیشتر از چهار روش ديگر کاهش ويژگي  7تواند تا حدود ( مي72.12رين حالت )دست آمده از روش پیشنهادي اين تحقیق در بهت

و  (65.30)بندي باندها  بر مبناي واريانس(، روش انتخاب ويژگي بر اساس خوشه64.58(، موجک )64.39) (PCA)تبديل مؤلفه اصلي 

 ( باشد.NWFE( )64.12دار )استخراج ويژگي غیر پارامتريک وزن

 کننده بیشترين شباهتبنديبندي، بعد مجازي، طبقهبندي، فضاي پديده، خوشهاستخراج ويژگي، طبقه یدی:واژگان کل

                                                           
  طنويسنده راب 
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 مقدمه -1

هاي ابرطیفي به واسطه اخذ تعداد زيادي باند سنجنده

تري از منحني رفتار طیفي پیوسته توانايي تقريب زدن دقیق

آن طیفي مواد گوناگون سطح زمین را دارند که به موجب 

ها در شناسايي مواد گوناگون بالا کارايي اين نوع سنجنده

هايي پرتعداد و ها اطلاعات را در باندرود. اين سنجندهمي

ابعاد بالاي اين  .[1]کندبا يکديگر برداشت مي 1همبسته

هاي محاسباتي در پردازش ها موجب تحمیل پیچیدگيداده

هاي بندي تصاوير همواره يکي از روششود. طبقهآنها مي

مرسوم استخراج اطلاعات از تصاوير سنجش از دوري 

باشد. يکي از مشکلات مرسوم بخصوص تصاوير ابرطیفي مي

 2يده هیوزشده، پدهاي آماري نظارتکنندهبنديدر طبقه

کند که با ثابت نگاه داشتن اين پديده بیان مي .[3و  2]است 

ها( هاي آموزشي، با افزايش تعداد باندها )ويژگيتعداد داده

بندي نزول پیدا مياي به بعد دقت طبقهاز يک حد آستانه

هاي آموزشي بیشتر اغلب کند. از آنجايي که استفاده از داده

هاي بیشتر است، عموماً از روشنیازمند صرف هزينه و زمان 

کاهش ويژگي براي غلبه بر پديده ذکر شده استفاده 

هاي کاهش ويژگي به دو دسته کلي انتخاب شود. روشمي

که البته  [4]شوندويژگي و استخراج ويژگي تقسیم مي

هاي انتخاب ويژگي را به عنوان حالاتي خاص توان روشمي

هاي گرفت. روش هاي استخراج ويژگي در نظراز روش

هايي از داده با انتخاب ويژگي به دنبال يافتن زير مجموعه

تر هستند که اطلاعات حیاتي در آنها حفظ ابعاد کوچک

هاي استخراج ويژگي به يافتن شود در حالي که روش

تر تبديلي هستند که به کمک آن داده به فضاي کوچک

هاي پذيري کلاسمنتقل شده که در آن فضا تفکیک

. تفاوت اصلي اين دو دسته [5] مي شود اطلاعاتي بهتر انجام

هاي کاهش يافته است به در حفظ ماهیت فیزيکي ويژگي

ها هاي انتخاب ويژگي ماهیت ويژگياين معني که در روش

هاي استخراج ويژگي اين ماهیت شود ولي در روشميحفظ 

ا هشود و اين مسئله خود تفسیرپذيري اين ويژگيحفظ نمي

کند. از آنجايي که روش پیشنهادي اين تحقیق را مشکل مي

گیرد در ادامه هاي استخراج ويژگي قرار ميي روشدر زمره

 . باشدها ميتمرکز اصلي بر روي اين نوع روش

                                                           
1 Correlate 

2 Hughes phenomena 

تحقیقات بسیار زيادي تاکنون به منظور استخراج 

ويژگي از تصاوير ابرطیفي انجام شده است. تبديل مؤلفه 

هاي غیر ر نويز کمینه از جمله مشهورترين روشاصلي و کس

شده استخراج ويژگي هستند که در آنها داده به نظارت

کند به طوري که چند فضاي با ابعاد کمتر انتقال پیدا مي

از  .[6]ي حجم اطلاعات هستندويژگي ابتدايي حاوي عمده

آنجايي که تبديل مؤلفه اصلي زماني عملکرد مطلوب دارد 

اي ديگر از تبديل نسخه [7]ها وابسته باشند، درکه ويژگي

مؤلفه اصلي پیشنهاد شده است که در آن باندها به 

شوند و سپس در هر بلوک تبديل هايي تقسیم ميبلوک

شود اين روش در مقايسه با نسخه مؤلفه اصلي اعمال مي

اصلي دست کم از نقطه نظر زمان محاسبات عملکرد 

تر و در ترکیب اي جديددر نسخهتري دارد. همچنین مطلوب

هاي کرنل مبنا در روش تبديل مؤلفه اصلي کرنل با روش

. به نظر [8] هاي غیرخطي معرفي شده استمبنا براي حالت

نگارندگان مقاله حاضر از جمله نقد وارد بر اين روش بار 

محاسباتي بالاي آن است. روش استخراج ويژگي مبتني بر 

شده و پیکسل هاي غیر نظارتنیز يکي از روش 3موجک

در اين روش . [10و  9]مبناي استخراج ويژگي است

هاي فرکانسي بالا و پايین منحني طیفي جدا شده و از مؤلفه

ي نرم شده منحني طیفي به عنوان ويژگي کاهش بعد نسخه

شود. شايان ذکر است که يکي از يافته استفاده مي

هري هاي مطلوب روش موجک حفظ شکل ظاتوانايي

باشد. اين منحني طیفي است که خود حاوي اطلاعات مي

درحالي است که از جمله پارامترهاي مهم و تأثیرگذار بر 

بايست روي کیفیت اين روش تعیین نوع موجک مادر که مي

به درستي انتخاب شود. اخیراً نیز روش استخراج ويژگي 

در پیشنهاد شده است  4نشده مبتني بر تابع رشنالنظارت

در اين روش يک تابع رشنال به منحني طیفي هر . [5]

شود از ضرايب اين تابع در صورت و پیکسل برازش داده مي

هاي جديد کاهش يافته استفاده مخرج به عنوان ويژگي

شود. علیرغم کیفیت بالاي اين روش استخراج ويژگي از مي

جمله پارامترهاي تأثیرگذار بر اين روش نیز تعیین مطلوب 

 بر است.ي تابع صورت و مخرج است که خود زماندرجه

هاي استخراج ويژگي که اما در دسته ديگر از روش

هاي هاي برچسب دار کلاسشده نام دارند از نمونهنظارت

                                                           
3 Wavelet 

4 Rational function 
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شود. آنالیز موجود به منظور کاهش ويژگي استفاده مي

ها است ( يکي از اين نوع روشLDA) 1کننده خطيتفکیک

پذيري شباهت درون کلاسي و تفکیککه با بیشینه کردن 

بین کلاسي سعي در پیدا کردن ماتريس انتقال مناسب 

باشد. اول داراي سه نقطه ضعف مي LDAدارد. تبديل 

اينکه اين روش زماني عملکرد مطلوب دارد که توزيع 

ها نرمال گونه باشد دوم اين که اين روش تنها قادر کلاس

ها( است و سوم لاستعداد ک Lويژگي ) L-1به استخراج 

اينکه در اين روش گاهي ماتريس پراکندگي درون کلاسي 

شده هاي نظارتيکي ديگر از روش .[11]شود مي 2تکینه

در استخراج ويژگي روش استخراج ويژگي محدوده 

ها در اين روش ويژگي [12] ( استDBFE) 3گیريتصمیم

وش شوند. رها استخراج ميهاي تصمیم بین کلاساز مرز

( نیز NWFE) 4داراستخراج ويژگي غیر پارامتريک وزن

شده هاي مرسوم استخراج ويژگي نظارتيکي از روش

. ايده اصلي اين روش بر مبناي قرار دادن [13]باشدمي

دار و ها و محاسبه میانگین وزنهاي مختلف بر نمونهوزن

هاي پراکندگي درون و بیرون کلاسي غیر ماتريس

از جمله نقاط ضعف اين روش صرف زمان  پارامتريک است.

بالا براي کاهش بعد و نیاز به تعداد نسبتا زيادي داده 

هاي مطلوب است. آموزشي براي استخراج ويژگي

اي عملي میان چهار الگوريتم استخراج ويژگي مقايسه

PCA ،NWFE ،DBFE  و روش استخراج ويژگي آنالیز

ه نتايج اين مقاله يافت ک [14] توان درپذيري را ميتفکیک

به  DBFEدهد که روش استخراج ويژگي نشان مي

 رسد. هاي بالاتري ميدقت

بندي به هاي مبتني بر خوشهدر سالیان اخیر از روش

منظور کاهش بعد تصاوير ابرطیفي پیشنهاد شده است. 

براي انتخاب باند  [15]در  PSBSشده با نام روشي نظارت

باندها پیشنهاد شده است.  K-meansبندي بر مبناي خوشه

روشي براي  [16]تر نگارندگان قبلي در اي مفصلدر مقاله

بندي فازي باندها گسترش کاهش بعد بر مبناي خوشه

يک روش استخراج ويژگي  [11]دادند. همچنین در 

ارائه شده است. در اين روش با  CBFEبا نام  شدهنظارت

ر هر کلاس در هر هاي آموزشي داستفاده از میانگین داده

                                                           
1 Linear discriminant analysis (LDA) 

2 Singular 
3 Decisition boundary feature extraction (DBFE) 

4 Nonparametric weighted feature extraction (NWFE) 

 K-meansباند، باندهاي تصوير ابرطیفي با الگوريتم 

شوند و در نهايت از میانگین باندها در بندي ميخوشه

شود. اين روش هرخوشه براي استخراج ويژگي استفاده مي

شده است که علیرغم کارايي خوب هاي نظارتاز نوع روش

یفي، هاي ابرطسازي بر روي برخي دادهآن در پیاده

هاي آموزشي ممکن استفاده از آن در زمان نبود داده

نیست و از سوي ديگر عملکرد مطلوب آن نیز وابسته به 

هاي آموزشي است. نسخه غیر تعداد و کیفیت داده

در انتخاب ويژگي  بندي باندهاي خوشهشده روشنظارت

هاي آماري براي باندها نیز تا به حال با استفاده از ويژگي

برخي  در اين روش .مورد بررسي قرار گرفته است [17]در 

هاي آماري باندها مانند واريانس، انحراف مطلق ويژگي

شود و سپس باندها میانگین و انحراف معیار استخراج مي

بندي شده و در هر خوشه هاي آماري خوشهبا اين ويژگي

رسد که شود. به نظر ميي مقدار انتخاب ميباند با بیشینه

ها که تا حدودي مفاهیم مشابه دارند فاده از اين ويژگياست

هايي که صرفاً بر اساس و قرار دادن باندها در خوشه

اند ها براي هر باند تشکیل شدهمحاسبه اين تک ويژگي

هاي اين روش را تضمین کند. تواند تمامي توانايينمي

همچنین استفاده تنها از يک باند در هر خوشه و صرف 

ن از الباقي باندها تا حدودي باعث از دست رفتن نظر کرد

 بندي کمک کند.تواند به طبقهشود که مياطلاعاتي مي

هاي تحقیق پیش رو در ادامه روند تحقیقات روش

بندي باندها شده کاهش ويژگي با تکنیک خوشهغیرنظارت

تر در چند سال اخیر کارايي آنها ثابت شده است که پیش

شده عموماً نیازمند هاي نظارتايي روشقرار دارد. از آنج

هاي هاي آموزشي کافي براي استخراج ويژگيتعداد داده

ها از سويي عموماً يا سختي در مناسب هستند و اين داده

آوري آنها بعضاً ناممکن است دسترس هستند و يا جمع

آوري آنها العبور( و از سوي ديگر جمع)مثلاً مناطق صعب

زيادي است، در اين تحقیق تمرکز بر  هزينهصرف مستلزم 

شده قرار گرفته است. همچنین هاي غیرنظارتروي روش

روش پیشنهادي اين تحقیق برخي مشکلات ياد شده 

هاي قبلي مانند زمان پردازش بالا، مشکلات در روش

هاي تخمین ماتريس کواريانس، محدوديت در تعداد ويژگي

ي بهینه مانند درجه استخراج شده نهايي، تعیین پارامترها

رشنال و نوع موجک مادر را ندارد. همچنین در بیشتر 

، و رشنال PCAهاي استخراج ويژگي مانند روش

هاي استخراج شده تعبیر فیزيکي ندارند و اين خود ويژگي
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کند اين در حالي است که پذيري آنها را مشکل ميتفسیر

در روش پیشنهادي اين ويژگي هاي استخراج شده از 

همان جنس ويژگي هاي باند هاي اصلي يعني بازتابندگي 

بندي هستند. در اين تحقیق باندها در فضايي خوشه

شوند که فضاي پديده نام دارد. برخلاف فضاي ويژگي مي

ها در هر باند وسیله مقادير بازتابندگي پیکسلکه به

شود، محورهاي اين فضا که باندها در آن تشکیل مي

بندي ر اساس میانگین نتايج خوشهشوند بتوصیف مي

 .[18و  16]اند تصوير تشکیل شده

به  [11]تحقیق پیشرو بسط تحقیقات پیشین نظیر 

نشده به کمک فضاي پديده است. در روش حالت نظارت

به منظور  K-medoidبندي پیشنهادي از روش خوشه

بندي باندها و از چهار شاخص آماري گرايش مرکزي خوشه

گین هندسي و میانگین هارمونیک و میانه میانگین، میان

براي استخراج ويژگي در هر خوشه استفاده شده است. 

ها بر اين توجیه استوار است منطق استفاده از اين شاخص

چون باندهاي قرار گرفته در هر خوشه داراي اطلاعاتي 

مشابه و نزديک در مورد عوارض موجود هستند پس اين 

ي هر کنندهو توصیف د نمايندهتواننها به خوبي ميشاخص

ها علکرد خوشه باشند اما اين که کدام يک از اين شاخص

تري دارد نیازمند بررسي است. به عنوان نمونه اگر مناسب

ها در يک باند نويزي باشد شاخص میانگین پیکسل از يکي

در آن پیکسل داراي خطا خواهد شد اين درحالي است که 

ا نخواهد بود. همچنین از شاخص میانه حاوي اين خط

هاي نهايي هر خوشه از آنجايي که در محاسبه ويژگي

تمامي باندهاي موجود در آن خوشه استفاده شده است 

توان گفت که ويژگي استخراجي هر پس تا حدودي مي

اي از تمام باندهاي موجود در همان خوشه خوشه عصاره

ي شود که در روش پیشنهاداست که اين خود باعث مي

بندي استخراج شود. هاي کاراتر به منظور طبقهويژگي

هاي هاي بکار رفته، ويژگياضافه بر اين با توجه به شاخص

ي نهايي نیز ماهیت فیزيکي خود را حفظ استخراج شده

کنند. ساختار تحقیق به اين گونه است که در قسمت مي

هاي شود و قسمت سوم دادهدوم روش تحقیق معرفي مي

شوند و قسمت چهارم نیز به بیان تفاده معرفي ميمورد اس

ها اختصاص دارد و در انتها نیز نتايج و تحلیل آن

 شود.گیري انجام مينتیجه

 روش تحقیق -2

فلوچارت روش پیشنهادي اين مقاله شامل بر پنج  

است که در ادامه به توضیح هر  1مرحله به صورت شکل 

 .هاي آن خواهیم پرداختيک از بخش

 
 تخمین بعد مجازی -2-1

( به منظور تعیین VDهاي تخمین بعد مجازي )از روش

تعداد اجزاي خالص موجود در تصوير ابرطیفي با هدف 

شود. به طور بندي و شناسايي هدف استفاده ميطبقه

بیانگر کمترين تعداد منابع سیگنال طیفي  VDتر دقیق

مشهور  دو روش. [19] مجزا موجود در تصوير ابرطیفي است

استفاده  VDکه در تحقیقات بسیاري از آنها براي تعیین 
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نام دارد که اساس آنها بر  NWHFC2 و HFC1 شودمي

پیرسون قرار دارد که بیان -مبناي تئوري شناسايي نیومن

 3کند چند بار تست براي يک مقدار معین هشدار اشتباهمي

الگوريتم  .[17] دشوميهاي تصوير رد براي تمام باند

NWHFC ي به نوعي اصلاح شده و بهبود داده شده

است. در اين الگوريتم يک پیش پردازش  HFCالگوريتم 

گیرد. به عنوان انجام مي 4اولیه به منظور سفیدسازي نويز

داراي دقت بالاتري در تخمین  NWHFCنتیجه الگوريتم 

VD  در مقايسه باHFC  پارامتر کلیدي در [20]است .

روش عدد نرخ هشدار اشتباه است. با  با هر دو VDتخمین 

تواند اعداد مي 3−10تر از عموماً اعداد کوچک [20]توجه به 

مناسبي براي مقدار نرخ هشدار اشتباه باشد. به منظور 

مراجعه  [6]توان به توضیحات مفصل تئوري اين دو روش مي

 کرد.

 بندی تصویرخوشه -2-2

تصوير ابرطیفي به منظور تولید ويژگي براي باندهاي 

در اين مرحله تصوير ابرطیفي به کمک الگوريتم خوشه

شود. از مزاياي اين بندي ميخوشه K-medoidsبندي 

پايدار بودن نسبت به حضور نويز  K-meansروش نسبت به 

همانند  K-medoidsدر الگوريتم  .[21]در داده است 

زيرمجموعه  Kهدف تقسیم باندها به  K-meansالگوريتم 

باشد به طوري که مجموع فواصل میان هر ا خوشه ميي

-Kباند و مرکز خوشه آن کمینه شود. در الگوريتم 

medoids  بر خلاف الگوريتمK-means  مرکز خوشه يک

عضو از آن خوشه است. به منظور تعیین بهینه تعداد کل 

بندي تصاوير ابرطیفي هاي خوشهخوشه در الگوريتم

هاي رد. به دلیل وجود پیکسلاستفاده ک VDتوان از مي

هاي موجود در اطراف هر پیکسل تعداد آمیخته با کلاس

توان مقدار دو برابر بعد ذاتي تصوير ها را ميمناسب خوشه

-پیادهاز طرفي ديگر نتايج . [18]ابرطیفي در نظر گرفت 

دهد با در نظر گرفتن نیز نشان مي هاي نويسندگانسازي

هايت در روش پیشنهادي به نتايج ها در ناين تعداد خوشه

ها رسیم. از اين رو در اين مقاله تعداد خوشهبهتري مي

 در نظر گرفته شده است. VD براي هر تصوير دو برابر

                                                           
1 Harsanyi-Farrand-Chang 

2 Noise whitened Harsanyi-Farrand-Chang 
3 False alarm 

4 Noise whitening 

 تشکیل فضای پدیده -2-3

بندي تصوير حال نوبت به تعیین پس از مرحله خوشه

رسد تا به کمک آنها بتوان براي باندها مي ويژگي

اندها را به انجام رساند. با الهام از روش ارائه بندي بخوشه

هاي آموزشي موجود براي که از میانگین داده [15] شده در

کند، کننده باندها استفاده ميتعريف فضاي پديده توصیف

هاي موجود در هر خوشه در اين مقاله از میانگین پیکسل

تصوير در هر باند براي تعريف فضاي پديده استفاده 

توان به عبارت ديگر هر باند تصوير ابرطیفي را ميکند مي

به  VDبه عنوان بک بردار با ابعادي برابر دو برابر تعداد 

 صورت زير در نظر گرفت:

(1) 𝑏𝑖 = [𝑚𝑖,1, 𝑚𝑖,2, 𝑚𝑖,3, … , 𝑚𝑖,2𝑉𝐷]𝑡 

ام تصوير ابرطیفي و  iبیانگر باند  𝑏𝑖که در رابطه فوق

𝑚𝑖,𝑗 ها در باندنیز بیانگر میانگین پیکسل i  ام و خوشهj ام 

(j = 1, 2, 3, ..., 2*VD)  است وt باشد.نیز ترانسپوز مي 

 بندی باندهاخوشه -2-4

در فضاي پديده هر خوشه تصوير يکي از محورها را 

دهد. به عنوان نمونه اگر تصوير اصلي داراي تشکیل مي

VD  به  باشد تصوير اصلي 16برابر باVD×2  32يعني 

شود و تقسیم ميK-medoids خوشه به وسیله الگوريتم 

شود که هر محور محور مي 32فضاي پديده حاصل داراي 

باشد. ها در هر خوشه در هر باند ميبیانگر میانگین پیکسل

هر باند تصوير ابرطیفي در اين فضا يک نقطه را تشکیل 

ر مجاورت دهد. باندهاي مشابه از نظر اطلاعات دمي

يکديگر و باندهاي با اطلاعات متفاوت در فواصل زيادتر 

-توان در اين فضا گروهبا اين مبنا مي .[15] گیرندقرار مي

ها باندهاي هايي از باندها تشکیل داد که در اين گروه

-مشابه با هم قرار گرفته باشند که اين کار به وسیله خوشه

شود.  مجددا در اين بندي باندها در فضاي پديده انجام مي

-K بندي باندها از الگوريتم مرحله نیز به منظور خوشه

medoids استفاده شده است. با توجه به اين که ويژگي

هاي زيادي به منظور توصیف هر باند استفاده شده است 

رود است( انتظار مي VD×2)تعداد ويژگي هاي هر باند 

خوشه قرار باندهايي که همبستگي بیشتري دارند در يک 

 بگیرند. 
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 استخراج ویژگی نهایی در هر خوشه -2-5

ها و قرارگیري باندهايي با پس از تشکیل خوشه

اطلاعات مشابه حال نیازمند استخراج يک ويژگي از هر 

خوشه باندها هستیم. به اين منظور در هر خوشه از چهار 

شاخص میانگین، میانگین هندسي و میانگین هارمونیک و 

شود. طريقه کار به اين صورت است که فاده ميمیانه است

شود که ي باندها، يک تصوير تشکیل ميبه ازاي هر خوشه

مقادير هر پیکسل آن از طريق باندهاي موجود در همان 

 شود:خوشه با چهار شاخص به صورت زير تعیین مي

(2) 𝑀𝑗(𝑥, 𝑦) =
∑ 𝑏𝑙(𝑥, 𝑦)𝑛

𝑙=1

𝑛
 

(3) 𝑔𝑒𝑜𝑀𝑗(𝑥, 𝑦) = [∏ 𝑏𝑙(𝑥, 𝑦)
𝑛

𝑙=1
]

1
𝑛⁄  

(4) ℎ𝑎𝑟𝑀𝑗(𝑥, 𝑦) =
𝑛

∑
1

𝑏𝑙(𝑥, 𝑦)
𝑛
𝑙=1

 

(5) 

𝐹𝑜𝑟 𝑏1(𝑥, 𝑦) = 𝑚𝑖𝑛, 𝑏2(𝑥, 𝑦), … , 𝑏𝑛(𝑥, 𝑦)
= 𝑚𝑎𝑥 

𝑖𝑓 𝑛 𝑖𝑠 𝑜𝑑𝑑         𝑀𝑒𝑑𝑖𝑎𝑛𝑗(𝑥, 𝑦) = 𝑏(𝑛+1)
2

 

𝑖𝑓 𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛          𝑀𝑒𝑑𝑖𝑎𝑛𝑗(𝑥, 𝑦)

=
1

2
(𝑏𝑛

2
+ 𝑏

1+
𝑛
2

) 

,𝑀𝑗(𝑥که در رابطه فوق  𝑦)  و𝑔𝑒𝑜𝑀𝑗(𝑥, 𝑦)  و

ℎ𝑎𝑟𝑀𝑗(𝑥, 𝑦)  و 𝑀𝑒𝑑𝑖𝑎𝑛𝑗(𝑥, 𝑦) درجه خاکستري ويژگي

,𝑥)در پیکسل  استخراج شده 𝑦) در خوشهj   ام با استفاده از

هاي میانگین، میانگین هندسي و میانگین هارمونیک ساندي

ام  jتعداد باندها در خوشه  nو میانه باندها است. همچنین، 

,𝑏𝑙(𝑥و  𝑦) نیز بیانگر مقدار درجه خاکستري پیکسل(𝑥, 𝑦) 

ام است. به عنوان نمونه در  jام موجود در خوشه  lدر باند 

باشند در نهايت يک باند مشابه قرار داشته  5خوشه اول اگر 

شود که مقدار هر پیکسل آن مقدار ويژگي استخراج مي

میانگین پیسکل متناظر )با در نظر گرفتن شاخص میانگین( 

 باند همان خوشه است. 5در 

اي ها در اين فضا پديده در چه تعداد خوشهاين که باند

شود چون در قرار داشته باشند توسط کاربر مشخص مي

ها ک ويژگي توسط يکي از اين شاخصهر خوشه تنها ي

استخراج خواهد شد. به عنوان نمونه اگر کاربر خواهان 

ها در بايست تعداد خوشهويژگي باشد مي 10استخراج 

 باشد. 10بندي باندها فضاي پديده به منظور خوشه

شود که شامل اي تشکیل ميدر نهايت مکعب داده

عد سوم برابر هاي استخراج است و ابعاد آن در بويژگي

باشد. اين مکعب از زير هاي فضاي پديده ميتعداد خوشه

هاي استخراج شده در هر خوشه به هم قرار دادن ويژگي

هاي اصلي آيند و ابعادي به مراتب کمتر از ويژگيدست مي

 .(2تصوير ابرطیفي دارد )شکل 

 
 هاي استخراج شدهمکعب ويژگي -2شکل

 های مورد استفادهداده -3

منظور ارزيابي روش پیشنهادي اين تحقیق از  به

بندي سه هاي طیفي استخراج شده به منظور طبقهويژگي

تصوير واقعي ابرطیفي استفاده شده است. تصوير اول با نام 

Indian Pines  از يک منطقه کشاورزي نیمه شهري با حد

تفکیک متوسط مکاني و تصوير دوم و سوم به ترتیب 

Salinas  وSalinas_A  از يک منطقه کشاورزي با حد

باشد که در ادامه به معرفي تفکیک بالاي مکاني مي

 پردازيم.تر اين سه داده ميدقیق

 Indian Pinesداده  -3-1

ي مورد استفاده توسط سنجنده هوابرد اولین داده

AVIRIS  از منطقهIndian Pines  در شمال غربي ايالت

اخذ شده است. اين تصوير  1992يکا در سال اينديانا آمر

 145×145متر داراي ابعاد  20داراي حد تفکیک مکاني 

 2.5تا  0.4باند طیفي در محدوده  224پیکسل و 

باشد. بیشتر مناطق نانومتر مي 10میکرومتر با پهناي باند 

اين تصوير را نواحي کشاورزي و جنگلي در بر گرفته است. 

هاي جذبي بخار آب از بقیه حدودهباند در م 24با حذف 

هاي اين مقاله استفاده باند باقي مانده در آزمايش 200

يک ترکیب رنگي کاذب از اين منطقه  3شده است. شکل 

 دهد.را نشان مي

200
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 Indian Pinesداده  -3شکل 

 Salinas_Aو  Salinasداده  -3-2

باند از  224در  Avirisتوسط سنجنده  Salinasي داده

سالیناس در ايالت کالیفرنیا آمريکا اخذ شده است. اين دره 

پیکسل و حد تفکیک مکاني  512×217داده داراي ابعاد 

باند در  20باشد. در اين پژوهش از متر مي 3.7

[. 167-154[. ]112-108هاي جذبي بخار آب ]محدوده

باند باقي مانده براي  204صرف نظر شده و از  224

داراي  Salinasاست. تصوير اصلي آنالیزها استفاده شده 

باشد. يک ترکیب رنگي از اين تصوير کلاس گیاهي مي 16

 در زير نشان داده شده است.

 
 1Salinasداده  -4شکل 

کلاس کشاورزي  6قسمت کوچکي از اين تصوير شامل 

 Salinas_A برش داده شده است که به نام باشدمي

اذبي از آن در شود که تصوير با ترکیب رنگي کشناخته مي

 نشان داده شده است. 5شکل 

                                                           
1 https://www.researchgate.net/figure/Salinas-data-set-a-Three-
band-color-composite-b-Reference-data-c-Color-

code_fig4_264564095   .Kang, Xudong, et al. "Extended (

based classification of hyperspectral -random walker
IEEE Transactions on Geoscience and Remote  images."

)153.-53.1 (2015): 144 Sensing 

 
  Salinas_Aداده  -5شکل 

 نتایج و بحث -3

به منظور ارزيابي روش استخراج ويژگي پیشنهادي از 

کننده بیشترين شباهت استفاده شده است. بنديطبقه

-کننده به منظور ارزيابي روشبندياستفاده از اين طبقه

ي بسیار رايج است. از هاي کاهش ويژگي در تصاوير ابرطیف

ها نظیر نسبت به ساير روش محاسن اين روش طبقه بندي

، سادگي روش و سرعت  (SVM)ماشین بردار پشتیبان 

بالا است. همچنین اين روش به طور کلي نیازي به تنظیم 

پارامتر ندارد. با فرض در نظر گرفتن تابع احتمال مشترک 

بیشینه شباهت به صورت يک تابع نرمال چندمتغیره تابع 

 :[22] شودبه صورت زير تعريف مي

(6) 
𝑔𝑖(𝑥) = −

1

2
(𝑥 − 𝜇𝑖)′𝐶𝑖(𝑥 − 𝜇𝑖) −

𝑑

2
l𝑛(2𝜋)

−
1

2
ln(|𝐶𝑖|) + log P(𝑤𝑖) 

بردار مقادير خاکستري پیکسل،  x که در رابطه فوق

𝜇𝑖  مقدار میانگین براي کلاسi  ،ام𝐶𝑖 ريانس ماتريس کوا

نیز مقادير اولیه  P(𝑤𝑖)تعداد باندها و dام،  iبراي کلاس 

 ام است. i احتمال براي کلاس

از سه معیار  کنندهبنديبه منظور ارزيابي عملکرد طبقه

بندي هاي دقت کلي طبقهمستخرج از ماتريس ابهام با نام

بندي استفاده شده و ضريب کاپا و دقت متوسط طبقه

بندي براي هر کلاس مجزا از رابطه هاست. دقت طبق

𝐴𝐶𝐶(𝑐) =
𝑛𝑐

𝑁𝑐
تعداد  𝑛𝑐شود که در اين رابطه محاسبه مي 

نیز  𝑁𝑐بندي شده و هايي است که به درستي طبقهپیکسل

هاي تست در آن کلاس داده است. تعداد کل پیکسل

بندي از رابطه زير محاسبه بنابراين دقت متوسط طبقه

 :شوديم

(7) 𝐴𝐴 =
1

𝐶
∑ 𝐴𝐶𝐶(𝑐)

𝐶

𝑐=1
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باشد. روند اين معیار به نوعي نماينده دقت کلاسي مي

باشد با اين مي AAبندي شبیه به محاسبه دقت کلي طبقه

در نظر گرفته  ها ديگر به صورت مجزاتفاوت که کلاس

شوند. به عبارت ديگر اين معیار بیانگر عدد نسبت نمي

به کل  𝑛 شدهبنديهاي به درستي طبقهتعداد کل پیکسل

 باشد: مي 𝑁هاي تست موجود پیکسل

(8) 𝑂𝑉 =
𝑛

𝑁
 

بندي شده با ضريب کاپا بیانگر میزان نزديکي نقشه طبقه

 شود:حاسبه ميحقیقت زمیني است و به وسیله رابطه زير م

(9) 𝐾𝑎𝑝𝑝𝑎 =
𝑈 ∑ 𝑋𝑖𝑖 − ∑ 𝑋𝑖+𝑋+𝑖

𝑟
𝑖=1

𝑟
𝑖=1

𝑈2 − ∑ 𝑋𝑖+𝑋+𝑖
𝑟
𝑖=1

 

ها در مجموع تمامي ستون +𝑋𝑖که در رابطه فوق 

بندي براي سطر طبقه (Confusion matrix) ماتريس ابهام

i  و𝑋+𝑖  مجموع تمامي سطرها براي ستونj است. 

به منظور ارزيابي روش پیشنهادي، الگوريتم پیشنهادي 

با چهار روش کاهش بعد ديگر مقايسه شده است. روش 

PCA نشده مبتني بر و موجک و روش انتخاب باند نظارت

با معیار واريانس و فاصله اقلیدسي  K-meansبندي خوشه

نشده و روش هاي نظارتبه عنوان روش [17]ارائه شده در 

NWFE اند. شده انتخاب شدهبه عنوان روش نظارت

ها يکسان و در دو هاي آموزشي براي تمامي روشداده

پیکسل در هر کلاس در نظر  60پیکسل و  30اندازه 

به دلیل وجود تعداد  Indian Pinesگرفته شده اند. در داده 

ها از چهار کلاس هاي زمیني کم در برخي کلاسداده

Alfalfa وGrass-pasture-mowed وOats وStone-Steel-

Towers  کلاس در  12صرف نظر شده است و تنها از

 آنالیزها استفاده شده است. 

باشد روش پیشنهادي شامل سه پارامتر تنظیمي مي

برد. اول مقدار نرخ نسبتاً ساده است که کارايي آن را بالا مي

است. در اين مقاله براي  VDهشدار اشتباه به منظور تعیین 

در نظر گرفته شده است که در با  5−10هر دو تصوير برابر 

، در  16برابر  Indian Pines ، VDتوجه به آن در تصوير 

اين عدد برابر  Salinas_Aو در داده  22برابر  Salinasداده 

به دست آمده است که اين اعداد انطباق تا حدودي  9

. هاي گزارش شده دارندمناسب با تعداد واقعي کلاس

پارامترهاي دوم روش پیشنهادي نوع شاخص براي استخراج 

تر عنوان شد طور که پیشويژگي در هر خوشه است. همان

روش پیشنهادي از چهار شاخص مختلف میانگین، میانگین 

هندسي و میانگین هارمونیک و میانه در هر خوشه به 

کند. پارامتر سوم نیز منظور استخراج ويژگي استفاده مي

ها در فضاي پديده براي عدد مناسب به تعداد خوشهتعیین 

هاي استخراجي نهايي بندي باندها يا تعداد ويژگيخوشه

 شود. است که اين عدد توسط کاربر تعیین مي

بندي براي داده پروفیل دقت کلي و متوسط طبقه

Indian Pines  در تعداد  60با تعداد داده آموزشي

 6ص به ترتیب در اشکال براي چهار شاخ 15هاي تا ويژگي

 نمايش داده شده است.  7و 
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بندي بدست به طور خلاصه بهترين نتايج دقت طبقه

بندي سه مجموعه داده در دو تعداد داده آمده در طبقه

نمونه در هر کلاس در روش پیشنهادي و  30و  60آموزشي 

نشده ، روش انتخاب باند نظارت PCAهاي رقیب، روش

با معیار واريانس و فاصله  K-meansبندي همبتني بر خوش

و موجک به  NWFEو روش  [17]اقلیدسي ارائه شده در 

آورده شده است. اعداد نشان داده  3و 2و 1ترتیب در جداول 

شده در پرانتز تعداد ويژگي بهینه است که در روش موجک 

وابسته به سطح فشردگي است که سعي شده است که تعداد 

 هاي ديگر باشد. اج شده در نزديکي روشهاي استخرويژگي

همچنین عبارت نوشته شده در زير روش موجک نشان

باشد موجک مادر استفاده شده مي دهنده نوع

(Daubechies-4 )[9]. 

 Salinas_Aبه دلیل تکرار نتايج مشابه در داده سوم 

ايم. همچنین به طور تنها به گزارش دقت کلي بسنده کرده

بندي براي روش تايج دقت کلي طبقهخلاصه، بهترين ن

هاي رقیب در سه تصوير ابرطیفي در پیشنهادي و روش

 نمايش داده شده است. 10و  9و  8تصوير 

  Indian Pinesبندي براي داده هاي طبقهبهترين دقت -1جدول 

  دقت روش کاهش ویژگی

 

روش 

 ارزیابی

 

تعداد داده 

آموزشی در 

 هر کلاس
 روش

Sohaib and 

Mushtaq 

2013 

NWFE روش موجک 
(db-4) 

PCA 

روش 

پیشنهادی 

 میانه

روش 

پیشنهادی 

میانگین 

 هارمونیک

روش 

پیشنهادی 

میانگین 

 هندسی

روش پیشنهادی 

 میانگین

68.69 

(15) 

65.58 

(15) 

71.89 

(19) 

66.83 

(15) 

71.47 

(13) 

75.5 

(15) 

75.56 

(12) 

75.92 

(12) 
OA 

60 0.64 
0.596 

(15) 
0.67 

0.612 

(15) 

0.668 

(13) 

0.714 

(15) 

0.715 

(12) 

0.719 

(12) 
Kappa 

73.73 

(15) 

70.5 

(15) 

78.14 

(19) 

69.85 

(15) 

75.94 

(14) 

79.69 

(13) 

79.89 

(13) 

80.23 

(13) 
AA 

65.30 

(13) 

64.12 

(13) 

64.58 

(13) 

64.39 

(7) 

69.52 

(8) 

71.79 

(11) 

72.12 

(11) 

71.96 

(11) 
OA 

30 
0.6 

(13) 

0.59 

(13) 

0.59 

(13) 

0.59 

(13) 

0.65 

(8) 

0.675 

(11) 

0.68 

(11) 

0.68 

(11) 
Kappa 

70.58 

(13) 

69.31 

(13) 

71.98 

(13) 

68.76 

(15) 

74.58 

(7) 

78.57 

(12) 
78.88 

(11) 

78.71 

(11) AA 
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  Salinasبندي براي داده هاي طبقهبهترين دقت -2جدول 

  دقت روش کاهش ویژگی

 

روش 

 ارزیابی

 

 

داد داده تع

آموزشی در 

 هر کلاس

 روش
Sohaib and 

Mushtaq 2013 
NWFE روش موجک 

(db-4) 
PCA 

روش 

پیشنهادی 

 میانه

روش 

پیشنهادی 

میانگین 

 هارمونیک

روش 

پیشنهادی 

میانگین 

 هندسی

روش 

پیشنهادی 

 میانگین

86.87 

(11) 

86.25 

(15) 

88.17 

(19) 

88.77 

(15) 

88.37 

(14) 

89.97 

(14) 

89.57 

(14) 

90.11 

(12) 
OA 

60 
0.85 

(11) 

0.85 

(15) 

0.868 

(19) 

0.874 

(15) 

0.870 

(14) 

0.89 

(14) 

0.884 

(14) 

0.89 

(12) 
Kappa 

93.89 

(11) 

94.35 

(13) 

94.96 

(19) 

95.38 

(15) 

94.71 

(14) 

95.36 

(14) 

95.31 

(14) 

95.43 

(14) 
AA 

84.85 

(7) 

85.48 

(5) 

81.32 

(19) 

86.00 

(11) 

85.67 

(4) 

85.95 

(10) 

85.30 

(10) 

86.63 

(10) 
OA 

30 

0.83 

(7) 

0.837 

(5) 

0.792 

(19) 

0.843 

(12) 

0.839 

(4) 

0.84 

(10) 

0.84 

(10) 

0.85 

(10) 
Kappa 

91.84 

(7) 

92.09 

(5) 

90.45 

(19) 

93.35 

(12) 

92.37 

(7) 

92.87 

(10) 

93.08 

(10) 

93.28 

(10) 

 
AA 

 

  Salinas_Aراي داده بندي بهاي طبقهبهترين دقت -3جدول 

 دقت روش کاهش ویژگی

روش 

 ارزیابی

تعداد داده 

آموزشی در هر 

 کلاس
 روش

Sohaib and 

Mushtaq 2013 
NWFE 

روش 

 موجک

(db-4) 

PCA 

روش 

پیشنهادی 

 میانه

روش 

پیشنهادی 

میانگین 

 هارمونیک

روش 

پیشنهادی 

میانگین 

 هندسی

روش 

پیشنهادی 

 میانگین

99.2 

(15) 

99.6 

(13) 

99.52 

(19) 

99.6 

(7) 

99.76 

(9) 

99.66 

(15) 

99.62 

(6) 

99.62 

(14) 
OA 60 

98.69 

(7) 

98.92 

(6) 

98.25 

(13) 

99.11 

(9) 

99.19 

(9) 

98.97 

(10) 

98.9 

(10) 

98.92 

(13) 
OA 30 

 

 
 Indian Pinesهاي مختلف در دادهبندي براي روشدقت طبقه -8شکل 

 
 Salinasمختلف در داده  هايبندي براي روشدقت طبقه - 9شکل

 
 Salinas_Aهاي مختلف در داده بندي براي روشدقت طبقه -10شکل

 Indian Pinesهمچنین به عنوان نمونه براي داده 

بندي شده در هر روش هنگام استفاده از تصوير طبقه

نمايش  11داده آموزشي در هر کلاس در شکل  60تعداد

 داده شده است.

 Indianدهد که در تصوير نشان مي 1نتايج جدول 

Pines  داده آموزشي، روش  60و هنگام استفاده از

پیشنهادي مبتني بر میانگین بهترين دقت را  داشته است 

80

90

100 Indian Pines

روش پیشنهادی

PCA

موجک
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داده آموزشي میانگین  30ولي در حالت استفاده از 

هندسي بهترين شاخص استخراج ويژگي بوده است. اين 

به  Salinas_Aو  Salinas در حالي است که در تصاوير

هاي میانگین و میانه بهترين عملکرد را ترتیب شاخص

کند که داشته است. اين دستاورد اين نکته را اثبات مي

الزاما شاخص میانگین بکار رفته در تحقیقات پیشین )در 

هاي نظارت شده( بهترين شاخص به منظور استخراج روش

هاي ديگر ويژگي نهايي در هر خوشه نیست و شاخص

ي مانند میانه نیز شانس بهتر بودن نسبت به گرايش مرکز

 میانگین را دارند.

 
 

ترين رقیب روش پیشنهادي در تصوير همچنین جدي

Indian Pines باشد که حتي در مقاطعي روش موجک مي

تر از روش پیشنهادي میانه داشته است عملکردي مطلوب

روش تبديل  Salinas_Aو  Salinasدر حالي که در تصاوير 

لفه اصلي رقیب جدي براي روش پیشنهادي اين تحقیق مؤ

هاي است. نتايج همچنین نشان از آن دارد که روش

اي مانند روش استخراج ويژگي شدهاستخراج ويژگي نظارت

هاي آموزشي دار در هنگام وجود دادهغیر پارامتريک وزن

شده ارجحیت هاي غیر نظارتبسیار کم در مقايسه با روش

از مزاياي روش پیشنهادي در مقايسه با روش ندارند. يکي

هايي مانند موجک و تبديل مؤلفه اصلي و روش استخراج 

دار اين است که در روش ويژگي غیر پارامتريک وزن

اند هاي استخراج شده تغییر ماهیت ندادهپیشنهادي ويژگي

ها که اين خود به اين معني است که اين ويژگي

که اين مزيت تا حدودي روش تفسیرپذيري فیزيکي دارند 

هاي انتخاب پیشنهادي را نزديک به خصوصیات روش

 کند. ويژگي مي

به منظور ارزيابي زمان مورد نیاز براي کاهش بعد در 

هر روش آزمايش ديگري انجام شده است که در آن از 

 8شرکت اينتل و  i5سیستم کامپیوتري با پردازنده 

ها در برنامه ه روشگیگابايت رم استفاده شده است. هم

اند و در هر روش سازي شدهپیاده b2018متلب نسخه 

زمان سپري شده در هسته اصلي روش کاهش ويژگي 

 Indianگیري شده است. نتايج نهايي در تصوير اندازه

Pines  نمايش داده شده است. 4در جدول 
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هاي شود روشهمانطور که از جدول فوق دريافت مي

نظور کاهش ويژگي از نظر زماني نیز خوشه بندي به م

مطلوب هستند و روش پیشنهادي نسبت به روش هايي 

 از نظر زماني برتري دارد. روش NWFEنظیر موجک و 

PCA  هرچند از نظر زماني به صرفه است ولي از نظر دقت

سازي شده در رتبه اول بندي در عمده حالات پیادهطبقه

 نبوده است.

 اداتگیری و پیشنهنتیجه -5

بندي نشده مبتني بر خوشهدر اين مقاله روشي نظارت

باندها به منظور استخراج ويژگي از تصاوير ابرطیفي 

پیشنهاد شده است. بر مبناي اين روش پس از تخمین بعد 

بندي تصوير با ( تصوير ابرطیفي خوشهVDمجازي )

ها در شود و از میانگین خوشهانجام مي K-medoidsروش

ي پديده تشکیل مي شود. در مرحله بعد باندها هر باند فضا

بندي شده و در هر خوشه از چهار در فضاي پديده خوشه

شاخص میانگین، میانگین هندسي، میانگین هارمونیک و 

شود. نتايج میانه به منظور استخراج ويژگي استفاده مي

هاي استخراج شده به کمک روش بندي ويژگيطبقه

هاي آموزشي نشان مختلف دادهبیشترين شباهت در تعداد 

از برتري روش پیشنهادي در مقايسه با چهار روش رقیب 

 دارد. 

بندي همانند تر خوشههاي پیشرفتهاستفاده از روش

DBSCAN بندي و تست الگوريتم در مرحله خوشه

هاي ديگر مانند مناطق پیشنهادي در مناطق با پوشش

 باشد. هاي تحقیقات آتيتواند از زمینهشهري مي
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