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 های مستخرج از طبقه بندی تصاویر ابرطیفی مبتنی بر تلفیق ویژگی 

 های کدگذاری تنک، تبدیلات خطی و غیرخطیروش

 3اله کریمی، روح2نژاد، علیرضا صفدری1یاری بکسمیرا اله

 دانشگاه تفرش -برداري گروه ژئودزي و مهندسي نقشه -برداري، فتوگرامتري مهندسي نقشهدانشجوي کارشناسي ارشد  1
geo96.allahyari@tafreshu.ac.ir 

 دانشگاه تفرش - بردارياستاديار گروه ژئودزي و مهندسي نقشه 2
safdarinezhad@tafreshu.ac.ir 

 رشدانشگاه تف - بردارياستاديار گروه ژئودزي و مهندسي نقشه 3
karimi@tafreshu.ac.ir 

 (1398، تاريخ تصويب اسفند 1398)تاريخ دريافت آذر 

 چکیده

هاي استخراج اطلاعات از تصاوير ابرطیفي است. در اين مقاله، راهکاري نوين با هدف تولید ويژگي ترين روشبندي يکي از مهمطبقه

هاي تلفیقي از تبديلات خطي، غیرخطي و نمايش تنک بمنظور تولید ويژگيبندي اين تصاوير پیشنهاد شده است. اين راهکار بمنظور طبقه

بندي تصاوير ابرطیفي است. در روند پیشنهادي، ابتدا با رويکردي جديد و نظارت شده از تبديل غیرخطي تحلیل موثر در فرايند طبقه

استفاده شده است. در مرحله دوم، بکمک تبديل تحلیل  یشترهاي طیفي به فضايي با ابعاد ب( بمنظور انتقال دادهNLPCAهاي اصلي )مؤلفه

کردن  يابد. در ادامه با هدف هم مقیاس( فرامکعب حاصل از مرحله قبل به فضايي با بعد کمتر انتقال ميLDAپذيري خطي)تفکیک

خمین تنک سیگنال به فضاي ويژگي هاي تها از طريق روشهاي آموزشي، دادهگیري از پتانسیل تمامي دادههاي تولیدي و بهرهويژگي

ي نزديکترين همسايه kي بندي کنندهشوند. در اين تحقیق از طبقهبندي منتقل ميهاي طبقهجديدي با بعدي متناظر با تعداد کلاس

 6توسط بهبود دقت سازي شده و به طور مي ابرطیفي پیادهبندي فضاي ويژگي استفاده شده است. اين راهکار در دو دادهوزندار براي طبقه

 99هاي تلفیق ويژگي از روش پیشنهادي نشان داده است. کسب دقت کلي تا مجموعه درصدي را نسبت به باندهاي طیفي و ساير زير

 شود.هاي اين روش محسوب ميهاي آموزشي اندک از ويژگيههاي با داددرصد و همچنین تفکیک پذيري بیشتر کلاس

  بندي، نمايش تنک، استخراج ويژگيطبقه ،ابرطیفيتصوير  واژگان کلیدی:

                                                           
 نويسنده رابط  *
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 مقدمه -1

از دور و انواع تصاوير آوري سنجش گیري از فنبهره

-هاي اخیر به عنوان يکي از مهماي در طي سالماهواره

آوري اطلاعات به منظور مطالعه و بررسي ترين منابع جمع

ها شناخته شده برداري بهینه از آنزمیني و بهرهمنابع 

آوري، توجه بسیاري از کارشناسان و است. اين فن

شناسي، معدن، مختلف از جمله زمین علوم متخصصان

و مواردي  کشاورزي، هیدرولوژي ، هواشناسي،ستيزطیمح

از سوي ديگر،  .وده استنم جلب خود به از اين دست را

توان ا ب هاييامکان طراحي و ساخت سنجندهامروزه 

هايي دادهمطلوب به منظور اخذ تفکیک مکاني و طیفي 

بیشتري فراهم شده است.  ياطلاعات ارزشر و با تدقیق

ها که از قابلیت تفکیک طیفي بسیار يکي از انواع اين داده

 .دنباشيمي طیفابر تصاويرست، دار ابرخورزيادي 

باريک و  باندهاي طیفيفي طیابر تصويربرداريدر 

نانومتر ثبت  2500تا  400ي ي در محدودهاوستهیپ نسبتاً

 پاسخ طیفي هادهيپدگردد. از آنجا که مواد و مي

برخوردارند؛  را در طیف الکترومغناطیسي يفردمنحصربه

ها را و پديده شناسايي موادپردازش تصاوير ابرطیفي امکان 

 آورد.ها فراهم ميبا اتکا به تمايز پاسخ طیفي آن

به  توانيمازجمله کاربردهاي تصويربرداري ابرطیفي 

يي مانند آشکارسازي هاروشاستخراج اطلاعات از طريق 

و تجزيه  3بندي، طبقه2، آشکارسازي هدف1ناهنجاري

 ي يکي ازبندطبقه. [1]اشاره داشت 4طیفي به اجزا خالص

ي استخراج اطلاعات از هاروش نيترمهمو  نيپرکاربردتر

ي به دنبال کشف بندطبقهي هاروش. [2]استتصاوير 

را با حداکثر اطمینان  موردنظرکلاسي هستند که پیکسل 

به آن نسبت داده و يا درصد تعلق يک پیکسل به يک 

 کلاس را تشخیص دهند. 

مرسوم به دو دسته  طوربهي بندطبقهي هاروش

تقسیم  6شدهت ننظارو  5هدت شنظاري هايبندطبقه

ي نظیر اهیاوله اطلاعات ب دهت شنظاري هاروششوند. مي

نمونهو همچنین تعدادي  هاآن، خصوصیات هاکلاستعداد 

                                                           
1 Anomaly Detection 
2 Target detection 

3 Classification 

4 Unmixing 
5 Supervised 

6 Unsupervised 

ي هاروشمقابل،  در ي معلوم از هر کلاس نیاز دارند.

ي معلوم نیاز نداشته و بر اساس هانمونهبه  شدهت ننظار

 هاآني بندخوشهدر مورد  هاکسلیپمقادير خود 

 .کننديمي ریگمیتصم

از دوري يک ي سنجش هادادهي موفق بندطبقه

چراکه عواملي همچون انتخاب مناسب  چالش بزرگ است.

و پردازش  پردازششیپي هاروشي ورودي و هاداده

ممکن است منجر به تولید نتايج متفاوتي گردد.  ريتصاو

ي هانقشه هاي ابرطیفي در تولیدعلیرغم پتانسیل زياد داده

زياد فضاي ويژگي و  بندي، مسائلي مانند: اول، بعدطبقه

ها ، دوم، تمايز بعد واقعي داده[3]افزونگي بیشتر در داده

، سوم، وجود باندهاي طیفي نويز [4]با بعد فضاي ويژگي

، چهارم، وجود باندهاي طیفي که توان تفکیک [5]آلود

، پنجم، [6]بندي ندارندهاي طبقهمناسب براي کلاس

هاي ناهماهنگي بین ابعاد زياد تصوير و تعداد محدود داده

و ششم، تنوع بیشتر در  [7]بنديآموزشي در طبقه

هاي موجود در ي، از جمله چالشبندطبقهي هاروش

  شود.هاي ابرطیفي محسوب ميپردازش داده

ي دو بندطبقهدر مورد  افتهه يتوسعتاکنون راهکارهاي 

رويکرد اصلي: اول، افزايش تفکیک پذيري فضاي ويژگي از 

طريق انتخاب يا تولید ويژگي و دوم، توسعه و بکارگیري 

 اند.ا در دستورکار خود داشتهبندي رطبقه مؤثرهاي تکنیک

يي است که هاکیاز تکنانتخاب و يا استخراج ويژگي 

هاي ورودي به الگوريتم پذيري ويژگيبراي بهبود تفکیک

. در حالت نخست، طي فرآيندي روديم به کاري بندطبقه

اولیه )عمدتاً باندهاي  يهايژگيوي مناسبي از زيرمجموعه

. شونديمکنار گذاشته  هايژگيوطیفي( انتخاب و مابقي 

 شدهمزيت اين روش حفظ تعبیر فیزيکي ويژگي انتخاب 

ويژگي، انتخاب مؤثرترين  انتخاباست. هدف فرآيند 

استفاده در  منظوره بي موجود هايژگيواز  رمجموعهيز

 استطبق يک تابع معیار و الگوريتم جستجو  ي بربندطبقه

اي از تبديلات . در رويکرد استخراج ويژگي، مجموعه[8]

هاي جديد استفاده ي ويژگيخطي و غیرخطي براي محاسبه

يا  و PCA8 [9]و  LDA7شود. تبديلاتي خطي همچون مي

ايي از اين نمونه KPCA10 [10]و  NLPCA9ي مانند رخطیغ

                                                           
7 Linear Discriminant Analysis (LDA) 

8 Principal Component Analysis (PCA) 
9 Nonlinear Principal Component Analysis (NLPCA) 

10 Kernel Principal Component Analysis (KPCA) 
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ها هاي استخراج ويژگي بشمار میروند. در اين روشروش

شود. هر عمدتاً تولید ويژگي با هدف کاهش بعد دنبال مي

ها به فضايي با ابعاد بیشتر، با انتقال داده چند که در مواردي

. در ادامه برخي از [11]گرددپذيري دنبال ميافزايش تفکیک

 اند.بندي متکي به استخراج ويژگي مرور شدههاي طبقهروش

Giorgio هاي تولید شده و همکاران با بکاربردن ويژگي

بر روي دو  KPCAو  PCA ،NLPCAتوسط تبديلات 

و  Chrisهاي ي ابرطیفي به دست آمده از سنجندهداده

HyMap ي بندطبقهي هاروشبکارگیري  وANN1  و

SVM2  استخراجي هايژگيوبه اين نتیجه رسیدند که 

طريق نظارت نشده منجر به به NLPCAاز روش  شده

 استخراجي هايژگيوي در مقايسه با بندطبقه دقت بیشتر

و همچنین داده خام  PCA ،KPCAي هاليتبداز  شده

نسبت به  NLPCA. مزيت روش [10]اولیه شده است 

PCA  وKPCA  در اين مقاله حفظ محتواي اطلاعاتي

يژگيوتوزيع يکنواخت اطلاعات بین  نیچنهمبیشتر و 

 .[12] استي مستخرج، گزارش شده ها

هاي مبتني هاي تولید ويژگي، روشيکي ديگر از روش

است. اين تکنیک بر اين فرض  3(SR)ک بر نمايش تن

ي مورد آزمون را با تعداد هاکسلیپ توانيماستوار بوده که 

ها  معدودي اتم )جزء خالص( از يک ديکشنري از اتم

و همکاران   Bhuvaneswariبازنمايي نمود. بر اين اساس، 

بندي بکمک بازيابي ي جامع در مورد روش طبقهبا مطالعه

(، بهبود دقت اين روش را نسبت به SRC4تنک سیگنال )

ي برا نشان دادند. سپس SVMي سنتي مانند هاروش

زمانیکه تعداد محدود  SRC روش دقتکردن  بیشتر

را پیشنهاد  KSR5ي آموزشي موجود است؛ روش نمونه

ها با استفاده از تابع نگاشت اند. در اين روش، دادهنموده

ا جدايي پذيري زياد غیرخطي به فضايي با ابعاد بیشتر ب

شوند. سپس در اين فضاي جديد با استفاده از نگاشت مي

هاي جديدي براي ورود به تکنیک نمايش تنک ويژگي

 .[13]گرددبندي استخراج ميطبقه

Chen 6ن مدل نمايش تنک مشترکو همکارا (JSRC) 

را با تلفیق اطلاعات مکاني  تصاوير ابرطیفيي بندطبقهدر 

                                                           
1 Artificial Neural Network(ANN) 
2 Support Vector Machine (SVM) 

3 Sparse Representation (SR) 

4 Sparse Representation Classification (SRC) 
5 Kernel Sparse Representation (KSR) 

6 Joint Sparse Representation Classification (JSRC) 

معرفي کردند. در اين روش، اطلاعات  SRCدر روش 

ي همسايه براي هاکسلیپي از امجموعه صورتبهمکاني 

پیکسل مرکزي در يک پنجره مربعي با اندازه ثابت تعريف 

ي مربوط به يک هاکسلیپ. فرض بر اين است که شوديم

متعلق به اجزا خالص  اديز احتمال بهي کوچک پنجره

 در يک هااتمبا مجموعه يکساني از  توانيممشابهي بوده و 

را بازسازي  هاآنديکشنري، اما با مجموعه ضرايب مختلف 

گیري تصمیمي اين روش، هاتيمحدود. از [15, 14]د نمو

هاي مختلف پنجره بهینه براي صحنه يدرباره اندازه

 يبا اندازه مثال، يک پنجره عنوان به. است تصويربرداري

ي، درحالبودهمناسب  لبه نزديک يهاکسلیکوچک براي پ

بندي براي طبقه هاي بزرگپنجره يکنواخت،در نواحي  که

 پذير خواهد بود. دقیق ترجیح

Fang مزاياي مندي از ن بمنظور بهرهو همکارا

، مدل بنديبراي طبقه هاي مکانيهاي مختلف پنجرهاندازه

MASR7  .در مقايسه با روشرا پیشنهاد کردندJSRC  ،

بندي به لحاظ صحت طبقه اين مدل بهبود آشکاري را از

چند  فرآيند ه دلیلبروش ، اين حال نيا اآورد. بدست 

 .[16]بود.  برزمانبسیار مقیاسه بودن پنجره 

Song براي استفاده کامل از اطلاعات  و همکاران

عملکرد  بهبودو ي تصوير هاکسلیپمکاني غیرمحلي 

JSRC با استفادهي تصاوير ابرطیفي بندطبقه، روش جديد 

اين روش  در .کردند شنهادیپرا  KNN8مبتني بر  JSRCاز 

يافته و  کاهشي اولیه ابعاد داده PCAبا استفاده از تبديل 

ي اصلي تصوير و هامؤلفه بر اساسيک فضاي ويژگي 

در اين  گردد. سپستعريف مي هاکسلیپمختصات مکاني 

ي هر پیکسل با روش هاهيهمسانمونه از  Kفضاي ويژگي، 

شناسايي شده و از طريق نمايش تنک  KNNجستجوي 

شوند. از دهي ميبرچسبپیکسل  Kمشترک، تمامي 

ي درباره اندازه ریگ میتصممزاياي اين روش عدم نیاز به 

يميي اين روش هاتيمحدود. از [17]بهینه پنجره است

 اریمع عنوان بهاقلیدسي  از فاصله KNNبه استفاده  توان

شناسايي همسايگان و يکسان بودن وزن هر ويژگي اشاره 

داشت. چراکه ممکن است مقیاس و توزيع هر ويژگي 

 متفاوت باشد.

                                                           
7 Multiscale Adaptive Sparse Representation (MASR) 

8 K Nearest Neighbors (KNN)  
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هاي پیشین، در ها و مزاياي روشبا توجه به محدويت

هاي اين تحقیق رويکردي جديد بمنظور تولید ويژگي

ي کنندهبنديپذير براي ورود به الگوريتم طبقهتفکیک

KNN بندي پیشنهاد شده با هدف افزايش دقت طبقه

ي تولید هايژگيوي ریکارگبهي است. بعبارت بهتر، ايده

، تبديلات خطي و تبديلات تنک نیتخمشده توسط 

 باشد. راهکار پیشنهاد شده در اين پژوهش مي يرخطیغ

باشد. ساختار مقاله پیش رو مشتمل بر پنج بخش مي

بعد از بخش نخست بعنوان مقدمه، بخش دوم به بیان داده

ها اختصاص دارد. در هاي مورد استفاده و پیش پردازش

نظري ارائه شده و در بخش چهارم به  بخش سوم مباني

پرداخته شده است. در بخش پنجم تشريح روش پیشنهادي 

نتايج کسب شده از روش پیشنهادي ارائه شده و مورد بحث 

 گیري و ارائهقرار گرفته و آخرين بخش از مقاله نیز به نتیجه

 پیشنهادات براي کارهاي آتي اختصاص دارد.

 های مورد استفاده و پیش پردازشداده-2

نقشه مراهبه مشهور يفیطابر ريتصو دو از مقاله نيا در

 در ريتصاو نيا. است شده استفاده آنها ينیزم تیواقع ي

 يبندطبقه يهاروش يابيارز بمنظور ياگسترده قاتیتحق

 شیپ روند و يمعرف داده هر ادامه در. اندشده استفاده

 .است شده ارائه کدام هر با مرتبط يهاشپرداز

 Indian Pines تصویر منطقه-2-1

در سال   AVIRISتوسط سنجنده  Indian pinesتصوير 

-از يک سايت آزمايشي در شمال غربي اينديانا جمع 1992

باند طیفي در  224اين تصوير از  (.1آوري شده است )شکل 

145میکرومتر با ابعاد  5/2تا  4/0موج ي طولمحدوده ×

متر تشکیل شده  20پیکسل و حد تفکیک مکاني  145

محصولات است. پوشش اين منطقه شامل دو سوم 

هاي گیاهي کشاورزي و يک سوم جنگل يا ساير پوشش

است. از آنجا که اين عکس در ماه ژوئن گرفته شده، برخي 

ي از محصولات موجود مانند ذرت و سويا در مراحل اولیه

اند. با توجه به مقدار قرارداشته %5تر از رشد با پوشش کم

ل بر هاي قبخاشاکي که از محصولات کاشته شده از سال

روي زمین باقي مانده و به دلیل متفاوت بودن خاک موجود 

در سطح مناطقي که گیاهان يکسان دارند، نواحي منطقه 

ناحیه کم -2ناحیه بدون شخم، -1موردبررسي به سه دسته :

اند. با اين ناحیه با شخم کامل تقسیم شده-3شخم و 

کلاس از انواع محصولات  16شرايط، در اين تصوير 

(. براي پردازش اين تصوير 1ي وجود دارد )جدول کشاورز

ي جذب آب قرار دارند؛ هايي که در منطقهبا حذف باند

 . [18]باند کاهش يافته است 200تعداد باندها به 

هاي تصوير اينديانا در در اين پژوهش مقادير پیکسل

 %25ل شده و از هر کلاس ي بین صفر و يک نرمابازه

 ي آموزشي استفاده شده است.ها به عنوان دادهنمونه

 
 ي ايندياناتصوير نمونه باند داده -1شکل

 ایندیانا های آزمایشی و تست هر کلاس دادهنام و تعداد نمونه -1جدول 

 کلاس نام آزمون تست

 1 یونجه 12 34

 2 بدون شخم-ذرت 357 1071

 3 کم شخم-ذرت 208 622

 4 ذرت 59 178

 5 علفزار-سبزه 121 362

 6 درختان-سبزه 183 547

 7 درو شده-علفزار-سبزه 7 21

 8 کاه وخاشاک 120 358

 9 جودوسر 5 15

 10 بدون شخم-سویا 243 729

 11 کم شخم-سویا 614 1841

 12 شخم کامل-سویا 148 445

 13 گندم 51 154

 14 جنگل 316 949

 15 درخت-سبزه-ساختمان 97 289

 16 برج-فولاد-سنگ 23 70

 Paviaتصویر دانشگاه -2-2

توسط سنجنده  2001تصوير دانشگاه پاويا در سال 

ي دانشگاه پاويا در ايتالیا اخذ شد از محوطه ROSISنوري 

ي باند طیفي در محدوده 115(. اين تصوير حاوي 2)شکل

610میکرومتر، ابعاد  86/0تا  43/0طول موج  × 340 

کلاس  9متر و شامل  3/1پیکسل، توان تفکیک مکاني 

 (. 2است )جدول 
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براي پردازش اين تصوير با حذف باندهاي نويزي و 

باند باقیمانده  103ها بر روي باندهاي جذب آب، آزمايش

 .[19]انجام شده است

هاي تصوير پاويا در در اين تصوير نیز مقادير پیکسل

 %10ي بین صفر و يک نرمال شده و از هر کلاس بازه

 .ي آموزشي استفاده شده استها به عنوان دادهنمونه

 
 ي دانشگاه پاوياتصوير داده -2شکل

 ی پاویاهای آزمایشی و تست هر کلاس دادهنام و تعداد نمونه -2جدول 

 کلاس نام آزمون تست

 1 آسفالت 663 5968

 2 زارچمن 1865 16784

 3 ریزهشن وسنگ 210 1889

 4 درختان 306 2758

 5 صفحات فلزی 135 1210

 6 خاک ساده 503 4526

 7 قیر 133 1197

 8 آجر 368 3314

 9 سایه 95 852

 مبانی نظری تحقیق-3

در اين بخش مباني تئوري ابزارهاي استفاده شده در 

روش  -1موارد شامل: اين تحقیق تشريح شده است. اين 

 -2(، LDAپذيري خطي)تبديل مبتني بر تحلیل تفکیک

تخمین  -3( و NLPCAهاي اصلي غیرخطي )تحلیل مؤلفه

 باشند.تنک سیگنال مي

 (LDAتبدیل تحلیل تفکیک پذیری خطی)-3-1

هاي خطي تولید ويژگي نظارت شده که يکي از روش

ويژگي ها براي استخراج از معیار جدايي پذيري کلاس

-باشد. در اين تبديل دادهمي LDAکند تبديل استفاده مي

ها به فضايي نگاشت شده که علاوه بر کاهش ويژگي از 

. به عبارت بهتر، شوندتفکیک پذيري بهتري برخوردار مي

-ها را از فضاي اولیه به فضايي نگاشت مياين تبديل داده

افزايش و از ها دهد که در آن مقدار پراکندگي بین کلاس

 LDAشود. در ها کاسته ميپراکندگي داخل کلاس

و بین کلاسي  (𝑆𝑤)هاي پراکندگي درون کلاسي ماتريس

(𝑆𝑏) شوند.به شکل زير تعريف مي 

(1) 𝑆𝑏 = ∑ 𝑛𝑘(𝜇𝑘 − 𝜇)(𝜇𝑘 − 𝜇)𝑇           

𝑛𝑐

𝑘=1

 

(2) 𝑆𝑤 = ∑ ∑(𝑥𝑖,𝑘 − 𝜇𝑘)(𝑥𝑖,𝑘 − 𝜇𝑘)
𝑇

𝑛𝑘

𝑖=1

𝑛𝑐

𝑘=1

 

به ترتیب بردار  𝑥𝑖,𝑘و  𝜇𝑘  ،𝑛𝑘  ،𝜇در روابط فوق 

ام،  𝑘هاي کلاس ام، تعداد نمونه 𝑘میانگین کلاس 

 𝑘ام در کلاس 𝑖 هاي آموزشي و نمونه میانگین کل نمونه

 باشد.مي 𝑛𝑐ها برابر ام بوده و همچنین تعداد کلاس

هايي است که با يافتن راستا LDAهدف از تبديل 

هاي فضاي ويژگي به آنها تابع هدف کردن نمونه تصوير

 ( بیشینه گردد.3ي )ارائه شده در رابطه

(3) 𝐽(𝑤) =
𝑊𝑇𝑆𝑏𝑊

𝑊𝑇𝑆𝑤𝑊
 

راستاي مورد نظر بمنظور بیشینه  Wدر اين رابطه 

شود که راستاي مورد است. اثبات مي (J)سازي تابع هدف 

-مقدار ويژهي متناظر با بزرگترين نظر معادل با بردار ويژه

𝑆𝑤ي ماتريس 
−1𝑆𝑏 ي اين باشد. ساير بردارهاي ويژهمي

هاي بعدي قرار ماتريس از نظر تفکیک پذيري در رده

 .[20]خواهند داشت

 (NLPCA)اصلی غیرخطی تحلیل مؤلفه-2-3

هاي خطي تولید ويژگي نظارت نشده يکي از روش

-هاي اصلي است. در اين تکنیک بردارل مؤلفهروش تحلی

ها بعنوان مبناي ي ماتريس کوواريانس دادههاي ويژه

هاي اصلي متناظر با مقادير تبديل استفاده شده و مؤلفه

-ي بزرگتر، پراکندگي بیشتري را در خود جاي ميويژه

هاي دهند. کاهش تدريجي محتواي اطلاعاتي در ويژگي

، حذف همبستگي میان PCAتولید شده توسط تبديل 

ها با فرضیات خطي، نظارت نشده بودن و عدم لحاظ داده

ها را ميشدن رفتارهاي پیچیده و غیرخطي در توزيع داده

 [21]قلمداد نمود PCAهاي روش توان از محدوديت
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ف( تاکنون راهکارهاي مختلفي بمنظور يافتن ال-3)شکل

ها در ي دادههاي اصلي در شرايط توزيع پیچیدهمؤلفه

ها، يافته است. يکي از اين نسخه فضاي ويژگي توسعه

( است. NLPCAي اصلي )تبديل غیرخطي تحلیل مؤلفه

هاي ورودي به سطوح غیر اين تبديل با  تصوير کردن داده

هاي کند تا مؤلفهچندبعدي، تلاش ميمستوي، پیچیده و 

( 3ها را شناسايي کند. شکل )غیرخطي در توزيع داده

ي انطباق و نحوه NLPCAو  PCAاي میان تبديل مقايسه

 دهد.هاي اصلي در اين دو تبديل را نشان مييافتن مؤلفه

يک تعمیم  NLPCAب( تبديل -3مطابق با شکل )

باشد. اين مي (PCA) هاي اصليغیر خطي از تحلیل مؤلفه

را  هايژگيوتکنیک همبستگي خطي و غیرخطي بین 

ها بدون توجه به ماهیت غیرخطي داده برآورد کرده و داده

هاي غیرخطي از فضاي اولیه به فضايي با را توسط مؤلفه

 کند.تر نگاشت ميابعاد پايین

 
 )الف(

 
 )ب(

هاي )ب( تحلیل مؤلفههاي اصلي خطي )الف( تحلیل مؤلفه -3شکل 

 اصلي غیرخطي

 درتوسط کرامر معرفي شده است.  NLPCAتبديل 

يک شبکه عصبي مصنوعي چند لايه بمنظور  روشاين 

. شوديمها آموزش داده تعیین نگاشت غیرخطي داده

ي عصبي در روند آموزش ورودي و خروجي اين شبکه

 عصبي مصنوعي، ييکسان است. بعبارت بهتر، اين شبکه

ي معمارکند. هاي ورودي را به خود آنها نگاشت ميداده

ي و میاني تشکیل خروج اين شبکه از سه لايه ورودي،

هاي کمتري نسبت به از نرون ي میاني،که درلايهشده

 .[22]شودي ورودي و خروجي استفاده ميهاهيلا

ي عصبي از دو نیمه تشکیل طور کلي اين شبکهبه

هاي نگاشت یمه اول با استفاده از لايهشده است. ن

(Mappingويژگي )کند تر استخراج ميهايي با ابعاد کم

 (.4)شکل 

 
 تابع نگاشت )چپ( و تابع بازسازي )راست(  -4شکل

(4) 𝑇 = 𝐺(𝑌) 

ي عصبي با استفاده به طريقي مشابه، نیمه دوم شبکه

فضاي ها را از ( دادهDemappingهاي بازيابي )از لايه

ي میاني بازسازي کرده و به ويژگي با ابعاد کمتر در لايه

 (. 4گرداند )شکل ابعاد اولیه بازمي

(5) 𝑌′ = 𝐻(𝑇) 

هاي ورودي به ترتیب داده ′𝑌و  𝑌(، 5( و )4در روابط )

زده شده توسط آن ميي تخمینبه شبکه عصبي و داده

هده در اي اصلي متناظر با هر مشاهبردار مؤلفه Tباشند. 

نیز به ترتیب تبديلات  Hو  Gاست. توابع  Yفضاي 

 باشند.ميغیرخطي نگاشت و بازيابي 

بنحوي انتخاب  NLPCAي عصبي در توپولوژي شبکه

-ي خروجي، کمترين خطا در بازسازي دادهشده که در لايه

علاوه بر  NLPCAي اولیه تولید گردد. از مزاياي روش 

سازي اطلاعات و همچنین توزيع کاهش بعد، فشرده

هاي غیرخطي استخراج شده است. در اين اطلاعات در مؤلفه
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هاي تولیدي برابر با بعد فضاي ورودي روش، تعداد مؤلفه

میزان از  PCAنیست. به همین دلیل در مقايسه با تبديل 

ي دست رفت اطلاعات متناسب با کیفیت برازش شبکه عصب

شود. از مشکلات اين روش، مسائل مربوط به گیري مياندازه

هاي عصبي و همچنین جستجو بمنظور آموزش شبکه

 .[23]باشدشناسايي توپولوژي بهینه براي آن مي

 روش کدگذاری تنک -3-3

اي از علوم مرتبط با حسگري کدگذاري تنک شاخه

شود يک سیگنال بکمک فشرده بوده که در آن تلاش مي

ترکیب خطي تعداد معدودي جزء خالص از يک کتابخانه 

از عناصر بازنمايي گردد. فرو معین بودن دستگاه معادلات 

عدم مشارکت بخش بسیار زيادي مربوط به تخمین تنک و 

از عناصر کتابخانه در روند کدگذاري يک سیگنال از 

 .[25 ,24]شودهاي اين تکنیک محسوب ميويژگي

ح است که بردار عناصر کتابخانه، اتم و کتابخانه، مصطل

ديکشنري نامیده شوند. ديکشنري متشکل از تعداد زيادي 

 (.6 ي)رابطه [26]باشدبا طول واحد مي اتم

(6)  [𝐷]𝑏×𝑛 = [𝑑1, 𝑑2 , ⋯ ,𝑑𝑛]      s.t.   𝑏 ≪ 𝑛  

𝑑𝑖](، 6ي )در رابطه
⃗⃗  ⃗]

𝑏×1
    𝑖 = 1, 2, … ,𝑛 هاي اتم

هاي تعداد اتم nتعداد باندهاي طیفي و  b ديکشنري،

 باشند. ديکشنري مي

هدف از فرآيند تخمین تنک يک سیگنال، يافتن بردار 

ازطريق حل دستگاه معادلات فرو معین ارائه  𝑛×1[𝛼]تنک 

 .[27]باشد( مي7شده در رابطه )

(7) 𝑠 = 𝐷 × 𝛼 

s.t.        ‖𝑠 − 𝐷𝛼‖ ≤ 𝜀   or     ‖𝛼‖0 ≤ 𝐿𝑂𝑆 

نرم دوم  || ||سیگنال مشاهداتي،   s(،7ي )در رابطه

ي تعداد عناصر نرم صفر يک بردار )شمارنده || ||0بردار و 

اصطلاحاً حداکثر  LOSباشند. غیر صفر يک بردار( مي

حد مجاز خطا در بازسازي يک  εمیزان تنکي يک بردار و 

 سیگنال در روش تخمین تنک است.

نظر تئوري، راهکاري صريح بمنظور حل چنین  از نقطه

( وجود نداشته و بکارگیري 7ي دستگاه معادلاتي )رابطه

هاي ابتکاري و مبتني بر جستجو، يکي از الگوريتم

هاي معادلات راهکارهاي يافتن پاسخ براي اين دستگاه

. يکي از راهکارهاي توسعه يافته [27]شودمحسوب مي

است.  OMPبمنظور تخمین تنک يک سیگنال الگوريتم 

ي يک هاي سازندهدر اين رويکرد، با روندي تکراري، اتم

( شناسايي و 7ي )سیگنال همزمان با تأمین قیود رابطه

 .[28]رددگضريب )فراواني( هر اتم برآورد مي

، در روندي تکراري و در OMPبعبارت بهتر، در تکنیک 

ي ترين زاويههر مرحله، اتمي از ديکشنري که داراي کم

طیفي با بردار خطاي تخمین سیگنال )برآورد شده توسط اتم

داشته باشد، به عنوان اتم هاي يافته شده در تکرارهاي قبلي( 

-ي قبلي افزوده ميهاي انتخاب شدهجديد به مجموعه اتم

بعنوان بردار خطاي  rشود. بعبارت ديگر، با در نظر گرفتن 

 sي قبلي براي سیگنال هاي انتخاب شدهتخمین توسط اتم

[𝑑𝑖]‖ (، در هر تکرار، اتمي که8ي )رابطه
𝑇 × ⌈𝑟⌉‖2 𝑖 =

1,2, … ,𝑛 نوان اتم جديد به مجموعه اتمرا بیشینه سازد، بع-

 شود.ي قبلي افزوده ميهاي انتخاب شده

(8) [𝑟] = [𝑠] − 𝐷 × [𝐴] 

شايان ذکر است در تکرار اول و بمنظور انتخاب اولین 

 .[29]شوددر نظر گرفته مي r = s، اتم در اين تکنیک

 روش پیشنهادی - 4

اي بمنظور تولید مرحله در اين مقاله راهکاري سه

( پیشنهاد شده 𝑛cبندي )هاي طبقهبه تعداد کلاس ويژگي

بنديهاي تولید شده بکمک طبقهاست. در ادامه، ويژگي

 شوند.دهي ميوزندار برچسب KNNي کننده

 NLPCAاي، ابتدا از تبديل مرحله در اين روند سه

نظارت شده بمنظور انتقال باندهاي طیفي به فضايي  بصورت

با ابعاد بیشتر استفاده شده است. اين مرحله براي اولین بار 

ي اصلي در مورد اين تبديل بکارگرفته شده و تحلیل مؤلفه

 ( نامگذاري شده است.SNLPCA1غیرخطي نظارت شده )

هاي تولیدي بکمک يک تبديل ي دوم، ويژگيدر مرحله

𝑛𝑐به فضايي با بعد  LDAي ساده − يابد. در انتقال مي 1

هاي ي سوم، يک ديکشنري بکمک تمامي دادهمرحله

هاي بدست آمده از آموزشي تولید و هر نمونه از ويژگي

شود. در ادامه، از ي دوم بصورت تنک تخمین زده ميمرحله

بندي هاي طبقهبردار تخمین تنک هر نمونه، به تعداد کلاس

شود. سازوکار روش پیشنهادي در اين مقاله ید ميويژگي تول

 ارائه شده است. 5در فلوچارت شکل 

                                                           
1 Supervised Non-Linear Principal Component Analysis 
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هاي مربوط به فلوچارت شکل در ادامه، هر يک از بخش

به تفصیل تشريح شده است. بعد از اعمال پیش پردازش 5

، اولین اقدام بمنظور تولید 2هاي ذکر شده در بخش 

ي شبکه 𝑛𝑐داد است. در اين روند، تع SNLPCAويژگي، 

هاي آموزشي هر کلاس عصبي جهت آموزش يافتن به داده

شود. براي اين اقدام از بندي بکار گرفته مياز طبقه

افزار متلب استفاده شده در محیط نرم NLPCAتولباکس 

ي عصبي به نحوي طراحي شده که در است. معماري شبکه

مین هاي آموزشي بیشترين انطباق سراسري تأمورد داده

ي عصبي از طريق گردد. لازم به ذکر است که آموزش شبکه

انتشارخطا و مبتني بر تکنیک گراديان نزولي روش پس

هاي عصبي، پاسخ شود. بعد از آموزش يافتن شبکهانجام مي

ي مؤلفههاي تصوير ابرطیفي مربوط به لايهتمامي پیکسل

هاي عصبي ( از تمامي شبکه4در شکل  Tهاي اصلي )

هاي اين مرحله تولید مييافته، به عنوان ويژگيآموزش 

هاي اصلي مستخرج از گردد. در اين تحقیق ابعاد مؤلفه

ي اصلي انتخاب مؤلفه 20هاي عصبي ثابت و معادل شبکه

هاي تولید رود که ويژگيشده است. بر اين اساس، انتظار مي

مل است که باشد. محت 𝑛𝑐×20شده در اين مرحله معادل 

بندي بعد هاي طبقهدر اين روند با افزايش تعداد کلاس

هاي خام ورودي فضاي ويژگي تولید شده بیشتر از بعد داده

هاي محدود در باشد. هرچند که درصورت وجود کلاس

هاي اصلي بندي و يا بکارگیري تعداد کمتري از مؤلفهطبقه

ي عصبي، ممکن است اين انتقال در معماري شبکه

غیرخطي منجر به تولید فضايي با بعدي بیشتر از تعداد 

ي اصلي چنین اقدامي، احتمال باندهاي طیفي نگردد. ايده

هاي مربوط به يک کلاس در هنگام پاسخ متفاوت نمونه

ي عصبي آموزش يافته براي کلاسي ديگر استفاده از شبکه

باشد. ضمن اينکه با چنین اقدامي، بکمک يک تبديل مي

هاي غیرخطي( فضاي جديدي )مشابه با کرنل غیرخطي

بدلیل وجود  گردد.ايجاد مي هاي خامبراي بازنمايي داده

، دومین اقدام از روش 1مشکلات فضاهاي ويژگي با ابعاد بالا

پیشنهادي، کاهش بعد نظارت شده بکمک روش خطي 

LDA کند تا بکمک انتخاب شده است. اين تبديل تلاش مي

 (𝑆𝑤)ماتريس کوواريانس داخل کلاسي هايي همچون آماره

، راستاهايي را بمنظور تصويرکردن نمونه(𝑆𝑏)کلاسي و بین

پذيري هاي فضاي ورودي به فضايي با بیشترين تفکیک

                                                           
1 Curse of Dimensionality 

هاي آموزشي مورد نیاز در خطي بیابد. بديهي است که داده

هاي آموزشي در فضاي نیز از خلال عبور نمونه LDAتبديل 

هاي ( شبکهMappingي نگاشت )باندهاي طیفي از لايه

 گردندها( ايجاد ميي کلاسعصبي مصنوعي )به ازاي همه

 (.4شکل (

اي آموزشي و هدر گام سوم، بکمک موقعیت نمونه

، يک ديکشنري از LDAهاي تولید شده از تبديل ويژگي

هاي ردد. اتمگبندي تولید ميهاي طبقهرفتار کلاس

آموزشي بوده که  هايديکشنري شامل تمامي نمونه

هاي ماتريس بصورت منظم و به تفکیک کلاس، ستون

 (.6نند )شکل کديکشنري را تولید مي

 
 الگوريتم روش پیشنهادي -5شکل
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 ديکشنريتولید ماتريس  -6شکل

 

 يهاداده يبعنوان مجموع تمام nبا در نظر گرفتن 

ديکشنري )بدست  هايبعنوان بعد اتم  b=𝑛𝑐-1و  يآموزش

𝑏(، ابعاد ماتريس ديکشنري LDAآمده از تبديل  × 𝑛  خواهد

𝑛بود. بديهي است که در چنین شرايطي  ≫ b .است 

متناظر با يک اتم از ديکشنري  αهر درايه از بردار 

هاي ي چیدمان داده(. متناسب با نحوه7 ياست)رابطه

توان درايه(، مي6آموزشي در ماتريس ديکشنري )شکل 

هاي آموزشي هر مربوط به داده αهاي متناظر از بردار 

 OMPکلاس را شناسايي کرد. بعد از بکارگیري تکنیک 

هاي تیکه درايهبمنظور تخمین تنک هر پیکسل، در صور

مقداردهي شوند؛ ماکزيمم  αمتناظر با هر کلاس از بردار 

هاي مربوط به هر کلاس بعنوان ويژگي مربوط مقادير درايه

 گردد.به آن کلاس تولید مي

هاي مستخرج از روش بعبارت بهتر، تعداد ويژگي

بندي است. هر هاي طبقهتخمین تنک برابر با تعداد کلاس

بندي بوده که مقادير ا يک کلاس از طبقهويژگي متناظر ب

اي مرتبط با آن کلاس از هثبت شده در آن، ماکزيمم درايه

باشد. بديهي است که در صورت عدم مي αبردار تنک 

هاي آموزشي يک کلاس در در انتخاب هیچکدام از داده

روند تخمین تنک، مقدار صفر در ويژگي متناظر با آن 

 .خواهد شدکلاس براي آن پیکسل ثبت 

 ها در تصاويرلحاظ کردن قرابت مکاني برچسب پیکسل

ابرطیفي از جمله مواردي است که در تحقیقات گذشته به 

بندي معرفي شده عنوان راهکار بهبود دقت نتايج طبقه

ي سوم از روش پیشنهادي، با اعمال يک است. در مرحله

هاي مستخرج از فیلتر میانگین در فضاي مکان به ويژگي

هاي ( تلاش شده تا اثر پیکسلLDAمرحله دوم )تبديل 

دهي هر پیکسل لحاظ شده و به همسايه در روند برچسب

 ها کاهش يابد.هاي ناخواسته در دادهنحوي نويز

هاي مبتني بر کدگذاري تنک، با توجه به تولید ويژگي

س، مرتبط با هر کلاهاي که در تصوير ويژگي رودانتظار مي

ظاهر گردد. از  هايک کلاس با پاسخ بزرگتري از ساير کلاس

آموزشي هر  هايسوي ديگر، بردار تخمین تنک مربوط به داده

غیرصفر متناظر با محل قرارگیري  يکلاس نیز صرفاً يک درايه

اتم متناظرش در ديکشنري خواهد داشت. در چنین شرايطي، 

ا محدود هیکسلدهي براي بخش زيادي از پي برچسبمسأله

آموزشي خواهد بود. با هاي به يافتن نزديکترين همسايه از داده

حضور  بدلیل وجود نويز، سهم هااينحال بخشي از پیکسل

بندي و شباهت احتمالي زياد با ساير هاي طبقهاندک از کلاس

ترين همسايه نميها، برچسب صحیحي از طريق نزديککلاس

وزندار بعنوان  KNNبندي الگوريتم طبقهيابند. به همین دلیل، 

  Kبندي کننده انتخاب شده است. در اين الگوريتم، تعداد طبقه

 

 

 

 

 

 

 

 
nc − 1 

 2 نمونه های آموزشی کلاس  1نمونه های آموزشی کلاس 

…  ….    … 

              

(𝑛𝑐 − 1) × 𝑛 

…  ….    … 

 n𝑐نمونه های آموزشی کلاس 

 اتم اول اتم دوم ام n اتم

                         LDA             

    n𝑐 نمونه های آموزشی کلاس  2 نمونه های آموزشی کلاس  1نمونه های آموزشی کلاس 
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هاي آموزشي براي هر پیکسل در نزديکترين همسايه از داده

ود. معکوس فاصله میان آن شفضاي ويژگي شناسايي مي

پیکسل و همسايگان يافت شده بعنوان وزن در نظر گرفته 

مشابه تجمیع شده و نهايتاً برچسب هاي ن کلاسود. وزشمي

کلاسي که بیشترين وزن تجمعي را کسب کرده باشد به آن 

 يابد.پیکسل اختصاص مي

بندي، استفاده هاي طبقهآخرين گام همانند تمام روش

هاي رايجي همچون فیلتر اکثريت بمنظور از پس پردازش

 کاهش نويز در نتايج خواهد بود.

 5ي نتايج در اين تحقیق، از ي و مقايسهبمنظور ارزياب

ترکیب مختلف )به غیر از ترکیب پیشنهاد شده در اين 

هاي تولید شده در اين مقاله بعنوان ورودي مقاله( از ويژگي

بندي استفاده شده است. بعبارت بهتر، به غیر از فرايند طبقه

باندهاي طیفي بطور مستقیم،  -1ترکیب پیشنهاد شده، از: 

به باندهاي  LDAهاي مستخرج از اعمال تبديل ژگيوي -2

ي مستخرج از روند نظارت شدههاي ويژگي -3طیفي، 

NLPCA ،4- مستخرج از اعمال تبديل  هايويژگيLDA 

 -5و  SNLPCAهاي اصلي بدست آمده از تبديل به مؤلفه

بکارگیري مستقیم روش استخراج ويژگي بکمک کدگذاري 

بندي استفاده شده که نتايج طبقههاي تنک، بعنوان ورودي

 هريک در بخش نتايج، ارائه و مورد بحث قرار گرفته است.

 ارزیابی نتایج -4

براي ارزيابي کارايي الگوريتم پیشنهادي در اين 

ي واقعي اينديانا و پاويا )معرفي شده در دادهتحقیق، از دو 

بندي ( استفاده شده است. براي اين هدف، طبقه2بخش 

KNN دار علاوه بر داده خام در پنج سري ويژگي وزن

سازي شده است. هاي مذکور پیادهاستخراج شده از داده

بندي بدست آمده از باندهاي طبقه ينقشه 8و  7شکل 

ي هاي استخراج شده از آن بهمراه نقشهطیفي و ويژگي

 دهد.واقعیت زمیني را در دو مجموعه داده نشان مي

    

 )الف( )ب( )ج( )د(
 

 

 

 
 

 )و( )ي( )ه(

 ، )ي( الگوريتم پیشنهادي،SNLPCA+LDA، )ه( SRC، )د( SNLPCA، )ج( LDA؛ )الف( داده خام، )ب( Indiana Pineهاي بندي دادهنتايج طبقه -7شکل

 )و( نقشه واقعیت زمیني

ي نشان دهنده 8و  7ي بصري نتايج در شکل مقايسه

بندي روش پیشنهادي در مقايسه با ي طبقهبهبود نتیجه

باشد. در اين بین هاي ديگر استخراج ويژگي ميروش

، NLPCAصورت نظارت شده در روش استخراج ويژگي به

ت. در ادامه، به تري را تولید کرده اسبندي ضعیفطبقه

منظور ارزيابي و مقايسه کمي نتايج، از پارامترهاي آماري 

استفاده شده  3ضريب کاپا و 2، دقت کلي1کاربردقت

بیانگر اين پارامترها در تصاوير  4و 3. جداول [30]است

 باشند.مياينديانا و پاويا 

                                                           
1 Producers Accuracy 
2 Overall Accuracy 

3 Kappa Coefficient 
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 )الف( )ب( )ج( )د(

  

 

 )و( )ي( )ه(

 ، )ي( الگوريتم پیشنهادي،SNLPCA+LDA، )ه( SRC)د(  ،SNLPCA، )ج( LDA؛ )الف( داده خام، )ب(  Paviaهاي دانشگاه بندي دادهنتايج طبقه -8شکل

 )و( نقشه واقعیت زمیني

 
 هاي تولید ويژگيبندي تصوير اينديانا حاصل از روشنتايج طبقه -3جدول

 کلاس داده خام SNLPCA+LDA SPARSE SNLPCA LDA روش پیشنهادی

100 100 96/86  43/30  13/89  83/47  1 

46/98  91/93  36/89  26/83  98/93  11/87  2 

04/99  12/90  71/87  36/80  83/87  06/85  3 

31/98  3/90  26/74  09/67  81/84  26/74  4 

79/99  55/98  82/94  24/95  14/98  07/96  5 

86/99  73/99  73/99  100 86/99  100 6 

100 100 100 43/96  43/96  43/96  7 

100 100 79/99  100 100 100 8 

100 00/80  00/50  00/25  00/45  00/35  9 

35/98  95/90  70/92  56/91  98/91  80/92  10 

23/99  17/98  62/94  75/92  89/95  07/95  11 

83/99  63/96  11/81  39/62  29/96  05/76  12 

100 100 61/95  07/97  100 02/99  13 

100 92/99  13/99  13/99  92/99  76/99  14 

23/92  02/79  98/77  60/38  39/75  67/47  15 

92/98  92/98  92/98  100 92/98  85/97  16 

00/99  7/95  39/92  43/87  65/94  56/90  OA 

85/98  08/95  30/91  59/85  89/93  18/89  Kappa 
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هاي تولید ويژگيبندي تصويرپاويا حاصل از روشنتايج طبقه-4جدول  

 کلاس داده خام SNLPCA+LDA SPARSE SNLPCA LDA روش پیشنهادی

76/98  98/96  94/92  79/96  81/98  50/96  1 

74/99  76/99  59/99  54/99  73/99  68/99  2 

95/94  76/89  47/78  28/79  75/79  47/86  3 

90/96  54/96  59/89  81/83  49/92  50/87  4 

100 100 100 100 100 100 5 

74/89  26/73  73/63  38/41  83/83  97/56  6 

44/97  63/92  20/91  62/89  16/83  93/92  7 

44/96  87/90  31/92  36/90  86/93  78/92  8 

89/99  89/99  89/99  89/99  58/99  89/99  9 

63/97  52/94  72/91  08/89  21/95  86/91  OA 

84/96  63/92  81/88  02/85  57/93  93/88  Kappa 

 

مطابق با موارد ذکر شده در بخش دوم، در تصوير 

اينديانا به دلیل باقي ماندن خاشاک گیاهان کاشته شده 

طیفي اندکي در مزارع با هاي هاي قبل، ناهنجاريدر سال

کشت مشابه ثبت شده است. اين موضوع در برخي از 

بندي شده هاي کشاورزي باعث کاهش دقت طبقهزمین

هاي پیشنهاد شده در اين است. با اينحال بکارگیري ويژگي

مقاله حتي در اين موارد نیز توانسته در مقايسه با ساير 

بندي يج طبقههاي بهتري را در نتاترکیبات ويژگي، دقت

کسب نمايد. از سوي ديگر، روش پیشنهادي توانسته 

 ي آموزشي کمي با دادههاهاي حداکثري براي کلاسدقت

ي اينديانا( تولید نمايد. اين در از داده 9و  1هاي )کلاس

تري را هاي بسیار پايینحالیست که همین موارد، دقت

مربوط به هنگام بکارگیري باندهاي طیفي و ساير ترکیبات 

 اند.هاي تولیدي، کسب کردهويژگي

از سوي ديگر، علیرغم بکارگیري فیلتر میانگین با ابعاد 

تنک،  در زمان تولید ويژگي در روش تخمین 3×3ي پنجره

هاي واقع در دهي نمونهکماکان دقت زيادي در برچسب

شود. ها در اين روش پیشنهادي مشاهده ميي کلاسلبه

مال فیلتر میانگین با هدف مشارکت مکاني بعبارت بهتر، اع

دهي نتوانسته در مناطق مرزي ها در برچسبپیکسل

هاي تولید شده کماکان ها خللي ايجاد کند و ويژگيکلاس

 دهي در مناطق مرزي مناسب بودند.براي برچسب

(، دقت 4( و )3از ديگر نتايج قابل استنباط از جدول )

در نتايج  SNLPCAي هااندک استفاده از ويژگي

رسد بعد زياد فضاي ويژگي بندي است. به نظر ميطبقه

تولید شده توسط اين تبديل و احتمال هم مقیاس نبودن 

هاي تولیدي دلايل عدم کفايت استفاده تمامي ويژگي

ها در بیشتر باشد. اين ويژگي SNLPCAمستقیم از تبديل 

ي تري را نسبت به باندهاي طیفهاي پايینموارد دقت

بکمک  SNLPCAهاي داشتند. با اينحال زمانیکه ويژگي

يابند، تفکیک پذيري بهتري بعد ميتبديلات خطي، کاهش

هاي خام )باندهاي طیفي( از خود نشان را نسبت به داده

دهند. بطور متوسط دقت کلي در زمان استفاده از روش مي

SNLPCA+LDA  در مقايسه باLDA  درصدي را  4بهبود

 دهد.ي اين تحقیق نشان ميو دادهدر مورد د

سازي روش پیشنهادي نتايج مشابه کسب شده از پیاده

پذير بودن اين هاي دانشگاه پاويا نیز مويد تعمیمدر داده

باشد. بعبارت بهتر، راهکار پیشنهادي نسبت به راهکار مي

تمايز در محتواي تصويري، تعداد باندهاي طیفي و 

تصويربرداري، رفتار  ي طیفي سیستمهمچنین بازه

 پايداري را از خود نشان داده است. 

با مقايسه نتايج کمي حاصل از داده پاويا و اينديانا 

شود که در روش پیشنهادي بطور میانگین بهبود مشاهده مي

ها و هاي استفاده از ويژگيدرصدي نسبت به ساير روش 01/6

نمودار  10و  9باندهاي طیفي حاصل شده است. شکل 

 دهد.ها را در هر يک از دو داده نشان ميقايسه دقت روشم

 

 

 

 

 

 

 

50



  
ي

لم
 ع

يه
شر

ن
 

ره 
دو

ي، 
دار

 بر
شه

 نق
ون

 فن
م و

لو
ع

هم
د

ره 
ما

 ش
،

1 ،
ور

ري
شه

 
اه 

م
13

99
 - 

ه 
قال

م
ي

هش
ژو

پ
  

 

 

س
ا

 

 
 

 
 

 گیری و پیشنهاداتنتیجه -5

از  در اين مقاله، روشي تلفیقي بمنظور تولید ويژگي

تصاوير ابرطیفي پیشنهاد شد. در اين روش نظارت شده، 

( و SNLPCA(، غیرخطي )LDAازتبديلات خطي )

هاي نهايي در اين تخمین تنک استفاده گرديد. ويژگي

هاي بندي بود. آزمونهاي طبقهروش به تعداد کلاس

مختلفي بمنظور ارزيابي کفايت اين ترکیب پیشنهادي 

صورت گرفت. با در نظر گرفتن باندهاي طیفي و همچنین 

ترکیب از  5تنک، و تخمین SNLPCA ،LDAسه روش 

بندي ويژگي به غیر از روش پیشنهادي بمنظور طبقه

استفاده شد. نتايج ارزيابي نشان داد که روش پیشنهادي از 

بندي هاي بیشتري درنتايج طبقهتوان تأمین دقت

هاي برخوردار است. از ديگر نتايج قابل توجه، کسب دقت

هاي هايي است که تعداد دادهبسیارخوب در مورد کلاس

آموزشي اندکي از آنها در روند تولید ويژگي حضور دارند. 

اين درحالي است که باندهاي طیفي و همچنین اکثر 

اي، توان تولید نتايج دقیق را در چنین هاي مقايسهويژگي

هايي برخوردار نبودند. پیشنهاداتي همچون: اول، کلاس

 SNLPCAهاي اصلي تبديل بررسي اثر تغییر تعداد مؤلفه

در نتايج، دوم، بکارگیري قرابت مکاني پیکسل هاي 

هاي آموزشي در روند تخمین تنک مجهول به مکان داده

هاي موجود در ماتريس ها، سوم، بهبود راستاي اتمسیگنال

هاي آموزش ديکشنري مثل ديکشنري بکمک تکنیک

KSVDهاي پايدار مبتني بر ، چهارم، بکارگیري روش

ي ماتريس کوواريانس ي در محاسبههاي تقويتتولید نمونه

، در زمان وجود LDAکلاسي تبديل داخل کلاسي و بین

بعد زياد فضاي ويژگي بمنظور بهبود عملکرد اين تبديل و 

هاي بندي فضاي ويژگي و تولید ويژگيپنجم، خوشه

پذير هر کلاس در هر خوشه از مواردي بشمار رفته تفکیک

ورکار نويسندگان اين ي اين تحقیق در دستکه در ادامه

 مقاله قرار دارد. 
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