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 چکیده

. کندياهداف را فراهم م ييشناسا يبرا متنوعاطلاعات  هیامکان ته ياماهواره يبردارريتصو يفناورصورت گرفته در  يهاشرفتیپ

 به مربوط يهاتیفعال به ریتفاس نيااز  يخاص نوع .بخشديم لیتسه را ينور يدورازسنجش ريتصاو ریفست نديفرآ ياطلاعات نیچن

 قیعم يریادگي يهاکیتکن و يعصب يهاشبکهاستفاده از  با حوزه نيا در شدهانجام قاتیتحقکه امروزه اکثر  شوديم ختماهداف  ييشناسا

 يریادگي نهیدرزم ریاخ قاتیتحق. دارد ييبسزا نقش ييشناسا دقت در ،کانولوشن مورداستفاده يعصب شبکه ي. نحوه طراحردیگيم صورت

 ترقیعم ازحدشیب ي؛ اما گاهشوديها مدقت آن شيها باعث افزاشبکه نيکردن ا ترقیکه عم دهديکانولوشن نشان م يهاو شبکه قیعم

از  ياریبلااستفاده ماندن بس ،يآموزش انيمحو شدن گراد ،يآموزش يازجمله بالا رفتن پارامترها يشدن باعث به وجود آمدن مشکلات

 قیتحق نيا درمنظور  نيا به. داشت خواهد رااهداف موردنظر  ييدقت در شناسا کاهشآن  يکه در پ شوديو... م دشدهیتول يهايژگيو

 يهاهيلا به هاآنکانولوشن و انتقال  يهاهيلا توسط دشدهیتول يهايژگيبا حفظ و ديگرد يشده است که در آن سعتوسعه داده يروش

. دهديکمتر را م انيبا افت گراد يکانولوشن يهاکردن شبکه ترقیاجازه عم ها،هيلا نینوع ارتباط ب نيامشکل غلبه گردد.  نيا بر ،يبعد

 يبرا ازیزمان موردنمدت نیتعداد پارامترها و همچن شوديباعث م ان،يشدن گراد ديکردن مشکل ناپد رنگشده علاوه بر کمارائه يمعمار

 يآموزش هاياز داده يامجموعه ،يازدورسنجش ريدر ابتدا با استفاده از تصاو منظور نيبد. ابديکاهش  قیعم يریادگيمدل  کيآموزش 

مدل  يژگيگر و استخراجعنوان را به شنهادشدهیپ روش. سپس است شده يگذارعوارض هدف برچسب ه،یاول يهاآماده و پس از پردازش

Faster R-CNN از فرودگاه  يبخش ز،ین يشنهادیپ روش يابيارز جهت. شوديآموزش داده م ،يآموزش هايداده يکرده و بر رو فيتعر

 منطقه موردمطالعه دوم عنوانبهالمللي امام خمیني )ره( ي اول و بخشي از فرودگاه بینمورد مطالعهعنوان به نیپکن چ يالمللنیب

از اعمال  حاصله جينتا تيدرنها باشد.مي 7/93و  9/97براي هر دو منطقه به ترتیب برابر  F1-Measureو مقادير معیار  شده استانتخاب

بودن  مؤثربودن و  اعتمادقابلبر  ، دلالتآمدهدستبهنتايج . است شده سهيمقا موجود، مطرحمختلف شبکه  يهامدل با ،يشنهادیمدل پ

 شده دارند.روش ارائه

 گر ويژگيي، استخراجازدورسنجش ي کانولوشن، شناسايي اهدافهاشبکهيادگیري عمیق،  واژگان کلیدي:

                                                             
  نويسنده رابط 
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 مقدمه -1 

از موضوعات  يکي ياماهواره ريدر تصاو اهداف ييشناسا

از  ياریبس موردتوجه ریاخ يهااست که در سال يقاتیتحق

 نيادر  رو،نيازا ؛قرارگرفته است يازدورمحققان سنجش

 يهاشده است که روشداده توسعه يمتعدد يهاروش حوزه،

 هاآن نيقابل اعتمادتر جزء نیماش يریادگي به مربوط

 يعصب يهاشبکه ن،یماش يریادگي ينهی. در زمهستند

که  باشديمگذشته  انیسال يط پرکاربرد روش کيکانولوشن 

. [1] است شدهيبار معرف نیاول يبرا يلادیم ستمیبدر قرن 

در  يرقوم ريتصاواز  يژگيگر وعنوان استخراجبه هاشبکه نيا

 و CNN-Faster R1 [2]، SSD2 [3] همچون ييهامدل

YOLO3 [4] يم قرارمورداستفاده  اهداف ييشناسا يبرا-

با دقت و  Faster R-CNNمدل ها که در میان آن رندیگ

اطمینان بالاتري عوارض موجود در تصاوير را شناسايي  بيضر

 ي بهبودنهیزم در فراواني قاتیتحق ریاخ هايدر سالکند. مي

CNN-Faster R  صورت گرفته است. در تصاوير طبیعي

در انتخاب  NMS4 از Gupta [5] و Chenمثال عنوانبه

مرزها استفاده کردند.  بنديموردنظر از کلاسه يمرزها

 ايروش امکان انتخاب عارضه اشتباه و  نيدر ا حالنيباا

 موردنظر عارضه عنوانقرار دارند، به هنزمیکه در پس يعوارض

با اعمال عملگرهاي  [7]و همکاران  Li .[6]دارد  وجود

 Faster R-CNNت روش میزان محاسبا ترکوچککانولوشن 

اي ديگر از محققان ي کاهش دادند. دستهتوجهقابلتا حد 

تري، مانند هاي تخصصيرا در زمینه اهدافشناسايي 

اند. ازدوري، انجام دادهشناسايي هواپیما در تصاوير سنجش

از  2019در سال  [8]و همکاران  Farhadiمثال  طوربه

و ترکیب سلسله مراتبي از چندين  آموخته شیپهاي شبکه

-براي شناسايي هواپیما استفاده کرده Faster R-CNNشبکه 

براي شناسايي هواپیما از يک روش  [9]و همکاران  Wu اند.

هاي عصبي و شبکه 5گراديان باينري و نرمال شده بر مبتني

 منظوربه [10]و همکاران  Zhangکانولوشن استفاده کردند. 

ازدوري، يک چهارچوب شناسايي هواپیما در تصاوير سنجش

هاي کانولوشن نیمه نظارتي را با استفاده از شبکه آموزشقابل

با  2019در سال  [11]و همکاران  Zengدوگانه، ارائه کردند. 

                                                             
1 Faster Region-based Convolutional Neural Networks 

2 Single Shot multibox Detector 

3 You Look Only Once 

4 Non-Maximal Suppression 

5 BInarized Normed Gradients (BING) 

هاي مکاني يک روش تلفیق مفاهیم يادگیري عمیق و تحلیل

و  Xuشناسايي هواپیما ارائه کردند.  منظوربهسلسله مراتبي را 

هاي هاي چندلايه در شبکهاز ترکیب ويژگي [12]همکاران 

؛ شناسايي هواپیما بهره گرفتند باهدفکانولوشني تمام متصل 

و با  اسیمقبزرگها براي عوارض بیشتر اين روش حالنيباااما 

زمینه پیچیده وضوح بالا مناسب هستند، اما در تصاوير با پس

. از [13]کنند تري را حاصل ميو عوارض کوچک، دقت پايین

هاي عصبي کانولوشن بکار رفته در اين طرفي ديگر، شبکه

 يهاشده از دادهاجاستخر نيیسطح پا يهايژگيوها، روش

و  کننديم دیسطح بالا را تول يهايژگيرا فراگرفته و و يورود

 که آورنديم ديرا پد يمناسب يالگوها ،هايژگيو نيا قیبا تلف

 يبصر اهداف ييشناسا يبرا يمناسب نهيگز جهتنيازا

 ياديز اریبس ریها تأثشبکه نيعمق ا .[14] نديآيحساب مبه

دارد؛ شبکه با  نيیسطح پا يهايژگيو بیترک ينحوه يبر رو

است.  شتریب يژگيو سطوح و هاهيلا يدارا شتریعمق ب

 ،افزارهاسخت يقدرت پردازش ينهیدر زم ریاخ يهاشرفتیپ

و  [15] هيلا VGG 19مانند  قیعم يهاآموزش شبکه امکان

ResNet6 152 دهنديم محققانرا به  [16] هيلا. 

بالاتري نسبت به  بنديدقت طبقه از ترقیعم يهاشبکه

ها اما چنانچه عمق شبکه د؛برخوردارن ترعمق هاي کمشبکه

به نام محو  يديمشکل جد ،شود اديز يتوجهصورت قابلبه

 انيمحو شدن گراد. [17] ديآيبه وجود م انيشدن گراد

کانولوشن درون شبکه  يهاهيکه تعداد لا دهديرخ م يزمان

کانولوشن  يهاهيلا شيبا افزا گريد يریبه تعب ؛ابدي شيافزا

 ابدييکاهش م ،بالاتر يهاهيبه لا يدرون شبکه اطلاعات ورود

مقالات  .[18] کنديم لیشبکه به صفر م يدر انتها يو گاه

 موضوع اشاره دارند نياند به اچاپ شده راًیکه اخ ياديز

ي هاروش. همگي اين مقالات با ارائه [20]، [19]، [14]

 ي موجودهاروش مختلف سعي در حل مشکل گراديان دارند.

مفهوم  کيد اما ندار يمختلف يو پروسه آموزش يتوپولوژ

 ریمس کي جاديهم او آن کشنديم دکيرا با خود به  ياصل

بعد است که  يهاهيقبل به لا يهاهياتصال لا يبرا انبریم

 .شوديدنبال م انياز محو شدن گراد يریباهدف جلوگ

شبکه، قسمت  يهايمعمار ينهیزم در قیتحق

حال از بدو تولد تابه يعصب يهاشبکه خچهياز تار ريجداناپذ

 ي مدرن و سنتي،هاشبکه نیب يبوده است. تفاوت اصل

بکار رفته در معماري و نحوه  يمخف يهاهيتعداد لا شيافزا

                                                             
6 RESidual NETworks 
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به وجود آمده از  میمفاه نیاولبه هم است.  هاآناتصال 

 ارجاع داد. يلادیم 90به دهه  توانيرا م يعصب يهاشبکه

 يعصب يهاشبکه [1] و همکاران LeCun 1998در سال 

اعداد  يبندمنظور دستهبار به نیاول يکانولوشن را برا

 را و اسم شبکه خود معرفي کردند يمندرج در کد پست

LeNet .يهاسيها در سروآن ياز شبکه عصب گذاشتند 

 اریبس يهاشد اما اعداد عارضه ياستفاده فراوان يپست

 يهاداده يبنددسته تیقابل LeNet هستند و شبکه ياساده

. [21] را نداشت يدوبعدي بصر ريمانند تصاو تردهیچیپ

در  [22] و همکاران Krizhevskyنقص  نينظور پوشش امبه

 کانولوشن يدر شبکه عصب ي اساسيراتییبا تغ 2012سال 

بر  ريتصاو يبندقبل در دسته يهاروش يتوانستند خطا

درصد  10 زانیبه م را ImageNet [23]مجموعه داده  يرو

در سال  Zisserman [15]و  Simonyanکاهش دهند. 

 .کردند يرا معرف VGG با نام ترقیعم ياشبکه 2014

ابعاد  با لتریف استفاده از يمعمار نيکاررفته در ابه ياستراتژ

 ،سال نادر هماست.  بوده ي بیشترهاهيلاو تعداد  کوچک

Szegedy را در  1يمفهوم يهابلوک [25, 24]ان همکار و

را با  GoogLeNetشبکه  ند وها به کار بردشبکه يمعمار

 .دادند لیپشت سرهم تشک يمدل مفهوم نياستفاده از چند

راندمان بالا در محاسبات  هيها بر پاوکبل نيا ياساس طراح

 5کاررفته در کل شبکه را به به يها پارامترهاآن .باشديم

رفته ها رفتهشبکه نيا کهيمادام .کاهش دادند ونیلیم

زوال و روبه یزن انياندازه گراد ،شدنديم ترقیو عم قیعم

و  He ،2015سرانجام در سال  .کرديم میل شدن صفر

ها ابداع کردند که شبکه يرا در طراح يروش [16] همکاران

کانولوشني را با انتشار گراديان  لايه 152اجازه استفاده از 

را که شامل  2ماندهيباق يهاها بلوکآن. دهديممناسب، 

ها مقدار بلوک نيدر ا .کانولوشن بود به وجود آوردند هيدولا

ياضافه م ي بلوکعمل جمع ساده به خروج کيبا  يورود

در کل  انگرادي افتني انيامر باعث بهتر جر نی؛ که همگردد

با  2016در سال  [26] همکاران و Larsson. شوديشبکه م

به  را Fractalي هابلوک موازي هيلا نياز چند يخط بیترک

عمق شبکه را  توانيها مبلوک نيآوردند که با تکرار ا وجود

 يمفهوم اصل .دکر اديز هاماندهيبدون استفاده از روش باق

به  هیاول يهاهيانتقال مؤثر اطلاعات از لا، Fractalي هابلوک

سرانجام در  .کوتاه است يانبرهایم قياز طر ترنيیپاي هاهيلا

                                                             
1 Inception Blocks 

2 Residual Blocks 

را در  يجالب يدهيا [18] و همکاران Huang 2017سال 

که باعث  ندبه کار برد ي کانولوشنعصب يهاشبکه يطراح

. شديدر آموزش شبکه م ازیموردن يکاهش تعداد پارامترها

نام بلوک به  ييهادر بلوک کانولوشن را يهاهيها تمام لاآن

مشکل  دهيا نيبا استفاده از ا د.به هم متصل کردن 3چگال

استفاده  ،نيشده و علاوه بر احل يتا حدود انيگراد ششار

-هاي قبل در لايهي لايهشدهاستخراج يهايژگياز و دوباره

 ها توسطپذيري بهتر ويژگيتفکیکباعث  هاي بعدي،

 .شوديم شناساگر

بهبود  يبا توجه به تحقیقات متعددي که در زمینه

هاي کانولوشني صورت گرفته است، اما همچنان اين شبکه

ها با مشکلاتي همچون هزينه پردازشي بالا و محو شبکه

 کهنيارو هستند. از طرفي، به دلیل شدن گراديان روبه

هاي شناسايي پايه و اساس روش عنوانبه CNNهاي شبکه

کنند، بهبود عملکرد و هزينه عارضه ايفاي نقش مي

ها، باعث بهبود دازشي موردنیاز اين دسته از شبکهپر

گردد. در همین هاي شناسايي عارضه ميکارايي روش

جديد  يمعمار کتحقیق پیش رو، هدف، ارائه يدر راستا، 

 محو که است هاي کانولوشنبا نحوه اتصال متفاوت لايه

 نيدر ا .رسديدر آن به حداقل مقدار خود م انيشدن گراد

شبکه  آموزش و در طول لايه مهم هرعات اطلا يمعمار

ي لايه آخر هر سلول در کنار ديگر خروج .مؤثر هستند

 .شوديمو تا انتهاي شبکه حفظ  قرارگرفته هايخروج

 قیتحق ينظر یمبان  -2

يادگیري  يهاتمياز الگور يارمجموعهيز يادگیري عمیق

که هدف آن کشف چندين سطح از  باشديماشین م

 درواقع؛ ورودي است ياز داده شدهعيتوز يبازنمودها

از  شدهاستخراجيادگیري عمیق مفاهیم انتزاعي سطح بالاي 

ي سطح پايین پشت سر هم هاهيلاي ورودي را در هاداده

ه شداستفاده میاستخراج مفاه سمیمکان. [27] کنديممدل 

از  ينوع .شوديانجام م يبه نام شبکه عصب يادر مجموعه

کانولوشن است که  يعصب يهاشبکه ي،عصب يهاشبکه

بسته به  .داده است يرا در خود جا لترهایف ي ازامجموعه

 ازمندیکه ن شوديم فيتعر ييپارامترها ،لترهایف نيابعاد ا

در طول پروسه آموزش  رامترهاپا نيا .هستند يسازنهیبه

 يآموزش ريرا از تصاو میمفاه نيتا بهتر کننديم رییتغ

                                                             
3 Dense Block 
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 يهاهياول به لا يهاهياز لا میسپس مفاه .استخراج کنند 

 .شوند لیتشک يکل میتا مفاه شوديمنتقل م يبعد

 از مسائل مهم و پرمخاطب در يکي اهداف ييشناسا

در  يو کاربرد فراوان [29, 28] است قیعم يریادگي ينهیزم

 نيا يبرا يمتنوع يهاروش .دارد يبردارعلوم مختلف نقشه

 به توانيها مآن نيترموضوع شده است که ازجمله مهم

Faster R-CNN ،SDD  وYOLO ي اين همه که اشاره کرد

عنوان استخراج به يکانولوشن يعصب يهاها از شبکهروش

-Faster Rمقاله از روش  نيدر ا .کنندياستفاده م يژگيو

CNN که نخستین  شده استاهداف استفاده ييشناسا يبرا

 توسعه يافته است. 2015 در سال Girshickبار توسط 

 بر مرز یشناساگر مبتن -2-1

و  هياز مسائل پا يکي نیماش يينایب نهیزم در

 ،2016. در سال است اهداف ييشناسا زیبرانگبحث

Girshick  را ارائه کردند  يشبکه کانولوشن [30]و همکاران

 يهاشده در دادهمشخص يکه با استفاده از مرزها

. شناساگر کنديم يياهداف موردنظر را شناسا ي،آموزش

 يهادقت حاصله از روش نیانگیها مشده توسط آنارائه

يروش را م ني. ا[31]درصد بهبود دادند  50قبل را تا 

شبکه  کيمختلف شامل  سمیمکان نياز چند يبیترک توان

بردار  نیاشم کي ،يژگياستخراج و يکانولوشن برا يعصب

 ارائه اهداف سمیمکان کيو  يبنددسته يبرا بانیپشت
ست خوب خود توان جيبا نتا R-CNN. [32]دانست 

 لیخود را پشت سر بگذارد اما به دل بانیاز رق ياریبس

شده، ارائه يمرزها ياز همپوشان يمحاسبات ناش يافزونگ

منظور . بهگذارديم يجاکند را از خود به يعملکرد

و همکاران  Girshick ،ييسرعت و دقت در شناسا شيافزا

را ارائه  Fast R-CNN، به نام R-CNN ينسخه بروز شده

 يژگيبرداشت و اتیمدل در گام اول، عمل ني. ا[33] کردند

 يمعن نيبه ا ،دهديرا قبل از انتخاب مرز عوارض انجام م

 اي ازدنبالهاعمال  يجارا به کانولوشنيشبکه  کيکه 

در  .کندياعمال م يورود ريتصو يبر رو ،کانولوشنيشبکه 

 Softmax هيلاکيکردن  نيگزيگام دوم، جا اين مدل،

 نيبا ا ؛است R-CNNمورداستفاده در  SVMمدل  يجابه

. شوديم يریجلوگ زین SVM ديمدل جد کي دیتول زکار ا

وجود  Fast R-CNNو  R-CNN نیاز وجوه اشتراک ب يکي

به  ازیذاتاً ن تميالگور نياست ا يانتخاب يجستجو تميالگور

يشبکه م يدارد و باعث کند ييبالا يمحاسبات اتیعمل

مدل  2015در سال  [2]و همکاران  Ren. [32] شود

Faster R-CNN بهبود سرعت  يها برارا ارائه کردند. آن

 تميالگور يجاو به يطراح RPNشبکه  يک ،يریادگي

 RPNاستفاده کردند. نحوه عملکرد  يانتخاب يجستجو

 ريبه تصو عصبياست که پس از اعمال شبکه  ياگونهبه

در  nماسک با ابعاد  کيآخر همان شبکه  هيدر لا ،يورود

n  ًمعمولا(n  به نقشه 3برابر )توسط  دشدهیتول ويژگي

ش ها را کاهو ابعاد آن شودياعمال م ،کانولوشنيشبکه 

 ريپذمرز امکان نيشده، چند. سپس ماسک اعمالدهديم

و  کنديم دیتول فرضشیپ يهارا بر اساس محدوده

که شامل عارضه موردنظر هستند،  ييمرزها زین تيدرنها

اطراف عارضه  يهاکه توسط محدوده يانتخاب و مختصات

، Faster R-CNN. مدل گردديشده است، ارائه ممشخص

 ريمقاد نيگزيرا جا RPN آمده ازدستبه ريمقاد

و همین موضوع باعث افزايش  کرده يانتخاب يوجوجست

گردد کارايي و سرعت شناسايي عارضه مدل مذکور مي

اين مدل، دلیل اصلي انتخاب  قبولقابلدقت و کارايي  .[2]

باشد که در اين يروش شناسايي عارضه م عنوانبهآن 

مقاله استفاده شده است. يکي از وجوه اشتراک بین هر سه 

گر عنوان استخراجهاي عصبي کانولوشن بهمدل، شبکه

هاي اخیر ويژگي هستند که نحوه طراحي آن در سال

 بسیاري از محققان قرارگرفته است. موردتوجه

 کانولوشن شبکه یطراح -2-2

گذرنده از شبکه  يآموزش ريتصو کي X دیکن فرض

 انتقال کي هاهيلااين که هرکدام از  بوده هيلا Lبا  کانولوشن

ي رخطیانتقال غ .کننديرا اعمال م 𝐻𝐿(𝑋)ي رخطیغ

𝐻𝐿(𝑋) اکانولوشن ي يهاهياز لا يبیترک توانديم 

 Batch Normalization [34] ،Rectified مانند ييرهاگعمل

Linear Unit (ReLU) [35]  ياPooling [1] يخروج .باشد 

 . شوديدر نظر گرفته م 𝑋𝐿، زیام ن – 𝐿 هيهر لا

(1) XL = HL(XL − 1 ) 

ي هاشبکهي هاهيلا( نحوه جريان اطلاعات در 1)رابطه 

که هر لايه ورودي خود را از لايه  دهديمسنتي را نمايش 

 بین انبریم کي جاديبا ا ResNet شبکهکند. قبل دريافت مي

 نحوي را به يرخطیانتقال غ ،آن يخروج و هيهر لاي ورود

 .[18]شود که منجر به انتقال بهتر اطلاعات مي زنديدور م
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 (2) XL = H
L
(XL − 1) + XL − 1  

يم ResNet کاررفته در شبکهبه (، معادله2)رابطه 

از  گراديانانتقال مناسب ي اين تابع، اصل . مزيتباشد

 حالنيبااي بعدي است؛ اما هاهيلاابتدايي به  يهاهيلا

 عمل کيبا استفاده از بع ات يو خروج يورود نیارتباط ب

اطلاعات  انيجر ممکن استکه  شوديساده انجام م جمع

 .[18] در شبکه را مختل کند

 يشنهادیپ روش -3

از چند بلوک است که پشت  يبیترک يشنهادیپ يمعمار

 قبل بلوک از را خود ورودي هابلوک. اندسر هم قرارگرفته

ها انجام آنبر روي  و محاسبات مربوطه را کننديم افتدري

 نيکه ا شوديشامل چند سلول مبلوک هر  .دهنديم

منظور استفاده بههستند.  کانولوشن هيلا دو يها داراسلول

بکار  يلترهایف ي،آموزش ريتصاو يهايژگيوتمام  از نهیبه

ي هابا اندازه ييهاماسک يکانولوشن دارا يهاهيرفته در لا

در لايه  3×3لايه  که خروجي هستند 3×3 و 1×1

 .شوديادغام م ي قبليهاهيلااطلاعات با  1کنندهبیترک

 هيکه هر لا ي استاگونهبه يسنت يهاشبکه معماري

يم افتيقبل در هيلا يخود را از خروج يورودکانولوشن 

اما در  شوديم ديجد يژگيو جاديباعث ا نديفرآ نيا .کند

 فرآيندآموزش شبکه در  يبرا ازیکنار آن اطلاعات موردن

 هر سلول در شبکه يمعمار .روديم نیآموزش از ب

شده استخراج يهايژگيکه تمام و ي استاگونهبه پیشنهادي

 يبعد يهاتا در سلول کنديم يدارو نگه حفظ خودرا در 

(، نحوه ورود اطلاعات به هر 3)رابطه  .ردیگ رمورداستفاده قرا

 .کنديملايه کانولوشن در معماري پیشنهادي را مشخص 

(3) XL  = HL(X0 , X1, … , XL − 1) 

طبق رابطه فوق، ورودي هر لايه ترکیبي از تمام 

، ResNetي قبلي است. همانند معماري هاهيلا خروجي

 4 پیشنهادي، شبکه يشده برادر نظر گرفته يهابلوک

منظور کاهش محاسبات و بهبود به که بوده استبلوک 

 Averageي هيلا کياز  ،هر بلوک ي، میانریادگي نديفرا

Pooling و کسلیدر دو پ کسلیدو پ با ماسک Stride  برابر

                                                             
1 Concatenation Layer 

را  2يژگيو يهانقش يشده است تا اندازه مکاناستفاده 2

و  ResNet( تفاوت بین دو معماري 1نصف کند. جدول )

. اعداد داخل براکت دهديممعماري پیشنهادي را نمايش 

در  مورداستفادهي هاهيلاي ابعاد و تعداد دهندهنشان

معرف تعداد  𝑁. همچنین متغیر باشديممعماري 

ي کانولوشني است. تعداد هاهيلاييِ ابتداي لترهایف

برابر  5/2 باًيتقر ResNetدر شبکه  شدههاستفادپارامترهاي 

با در  پیشنهادي نیز شبکه عمق شبکه پیشنهادي است.

. گردديم نییشده تعاستفاده يهانظر گرفتن تعداد سلول

 4داشتن  فرض با هر سلول داراي دو لايه کانولوشن است.

شبکه، يک لايه کانولوشن در ابتدا و سلول در  𝒏، بلوک

+ 2nشبکه شامل ،FC3يک لايه  . جزيیات گردديملايه  2 

 ي قرار خواهند گرفت.موردبررسبیشتر در ادامه 

 يشنهادیپ يدر معمار هاهيلا يریقرارگ بیترت -1 جدول

  يشنهادیپ يمعمار

 هيلا 50 

16G =  

ResNet-50 مرحله يخروج 

7×7 ،64، 2Stride  256×256 
 کانولوشن

 اول

2 Stride، 3×3، Max pool 128×128 هيلا 
Pooling 

[
1×1 ،N+nG

3×3 ،N+nG
] 4×  

[
 
 
 
 1×1  ،64

3×3  64،

1×1 ،256]
 
 
 
 

3×  اول بلوک 128×128 

Average pooling 

2×2 , Stride 2 ---- 64×64 هيلا 
Pooling 

[
1×1 ،N+nG

3×3 ،N+nG
] 6×  

[
 
 
 
 1×1  ،128

3×3  128،

1×1  ،512]
 
 
 
 

4×  دوم بلوک 64×64 

Average pooling 

2×2 , Stride 2 ---- 32×32 هيلا 
Pooling 

[
1×1 ،N+nG

3×3 ،N+nG
] 10×  

[
 
 
 
 1×1 256،

3×3   ،256

1×1 ،1024]
 
 
 
 

6×  سوم بلوک 32×32 

Average pooling 

2×2 , Stride 2 ---- 16×16 هيلا 
Pooling 

[
1×1 ،N+nG

3×3 ،N+nG
] 4×  

[
 
 
 
 1×1  ،512

3×3  512،

1×1 ،2048]
 
 
 
 

3×  16×16 
 بلوک

 چهارم

Global Average Pool, 

3d-FC, Softmax 
1×1 ---- 

 پارامتر تعداد 106 × 25/5 6/10 × 610

                                                             
2 Feature Maps 

3 Fully Connected layer 
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شده در استفادهکانولوشن  هيهر لا يلترهایفتعداد  

عنوان که به کنديم يرویپ عمل جمع ساده کيشبکه از 

. تعداد است شدن نهیو به غیرپارامتر آزاد قابل ت کي

ثابت هستند ولي  ResNetي هر بلوک در معماري لترهایف

در معماري  کهيدرحال برابرندنسبت به بلوک قبل خود دو 

نسبت به  لترهایفپیشنهادي روند ديگري براي افزايش 

 است. در اين شبکه شدهگرفتهعمیق شدن شبکه در پیش 

با پارامتر  𝑁جمع متغیر حاصل  ،هيلا ي هرلترهایتعداد ف

يمکه در پايان هر سلول به آن اضافه  است( G) نرخ رشد

را  Faster R-CNNفلوچارت روش (، 1. شکل )گردد

در آن،  هشدکانولوشن ارائه يمعماردهد که مايش مين

هاي سطح بالا را در يک وظیفه آموزش و استخراج ويژگي

 دارد. بر عهدهفرآيند سلسله مراتبي، 

 
 ويژگيگر شده به عنوان استخراجارائه ي کانولوشنمعمار به همراه Faster R-CNNروش  فلوچارت -1شکل 

 

 جینتا یابیو ارز يسازادهیپ -4
 هاداده يسازآماده -4-1

 Faster R-CNNآموزش شبکه  يکه برا ييهاداده

 ایمختلف در سرتاسر دن يهاشده است، از فرودگاهاستفاده

امام  يالمللنیمانند فرودگاه ب ييهااخذشده است. فرودگاه

پکن ازجمله  يالمللنیمهرآباد و فرودگاه ب دبي، ،ي )ره(نیخم

شامل  شدهيآورجمع مجموعه دادهها هستند. آن نيترمهم

 يمعمار يابيجهت ارز ريتصو 75و  يوزشآم ريتصو 320

که سه کلاس هواپیماي دو موتور، چهار  شده استارائه

 شوند.موتور و هواپیما با موتور در عقب را شامل مي

عوارض  يریادگيبر مرز جهت  يمبتن يهاشبکه

عارضه همراه باکلاس مرتبط با  قیمکان دق ازمندیموردنظر ن

محل  ،يآموزش هايدادهآن عارضه هستند. لازم است در 

چارچوب  کيبا استفاده از  ريعوارض در تصو يریقرارگ

کاررفته در کانولوشن به يخاص مشخص شود تا شبکه عصب

 گريعارضه هدف را از د بتواند ،اهداف ييشناسا يهاروش

طور دهد. به صیتشخ يشيآزما ريعوارض موجود در تصو

با  يآموزش ريمعمول مشخص کردن عوارض در تصاو

. هر شوديدور آن انجام م چهارضلعي کي جادياز ا استفاده

 يکسلیعنوان مختصات پبه yو  x کي انگریاز رئوس ب کي

برچسب که  کها يآن زا کيعارضه هستند. به هر  تیموقع

تا در  شوديموردنظر است داده م يکلاس عارضه انگرينما

  .ردیعوارض مورداستفاده قرار گ يبندپروسه دسته

براي کاهش هزينه  [38-36]اي از تحقیقات در پاره

محاسباتي، تصوير مورد ارزيابي را به چندين بخش تقسیم 

هاي موردنظر را بر روي اين قطعات انجام کرده و پردازش

دهند. همچنین اين روش باعث کاهش خطا در مي

. تعداد تقسیمات [36]شود اهداف کوچک ميشناسايي 

تصوير  اندازهبهصورت گرفته در اين مقاله با توجه 

و اندازه هر بخش  1ي، میزان همپوشانيازدورسنجش

 محاسبه شده است.

                                                             
1 Overlap 
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 (4) m = [
طول تصوير منطقه  − همپوشاني

طول بخش − همپوشاني
] 

(5) n = [
عرض تصوير منطقه  − همپوشاني

عرض بخش − همپوشاني
] 

هاي موجود در طول و در تعداد بخش 𝑚(، 4در رابطه )

هاي موجود در عرض تصوير منطقه تعداد بخش 𝑛(، 5رابطه )

باشد. در روابط بالا، عبارت همپوشاني، فاصله مطالعاتي مي

 زانیم نییتعها است. منطق و دلیل پوششي بین بخش

مرز دو بلوک  نیاست که ب ييماهایهواپ ييشناسا ،يهمپوشان

. در اين مقاله براي منطقه مطالعاتي اول، تصوير [36] قرار دارند

پیکسل مورد  11000×4800اي رزولوشن بالا با ابعاد ماهواره

ارزيابي قرار گرفته است. براي هر بخش از اين تصوير، ابعاد و 

 صورتبهپیکسل  20و  1100×1600همپوشاني به ترتیب برابر 

(، مقادير 5( و )4دلخواه منظور شده است که با توجه به روابط )

 (2)شکل  گردد.حاصل مي 𝑛و  𝑚به ترتیب براي  3و  10

 .دهديم شينما هاي آن،به همراه بخش را اولي منطقه مطالعات

 
 بنديتصوير منطقه مورد مطالعه اول پس از عملیات بخش -2شکل 
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 ي و آزمايشيآموزش رياز چند تصو يانمونه( 3)شکل  

ي هادستها در کشد که هرکدام از هواپیماهمي ريرا به تصو

 ريتصاو مکاني ک. قدرت تفکیانددهيگردخود مشخص 

امل مؤثر وع .است متریسانت 15 حدود موجود در ياهماهوار

و...  کیقدرت تفک يي،عکس مانند روشنا تیفیبر ک

 يهااند که اکثر حالتشده انتخاب و کنترل ياگونهبه

 اول اتيمنطقه مطالع .ردیگيرا دربر م مایشدن هواپ تيرؤ

 نيدر ا که پکن است يالمللنیفرودگاه ب ،شدهانتخاب

 شکل. وجود دارد ،شدهاستفاده کلاسفرودگاه از سه نوع 

اي فرودگاه امام خمیني )ره( را نمايش تصوير ماهواره (4)

عنوان تصوير مطالعاتي دوم دهد که اين تصوير نیز بهمي

شامل  ريتصو نيا يابعاد کل. شده استانتخاب و پردازش 

( و 4. با توجه به روابط )باشديم کسلیپ 4000×  30000

و پارامتر  m، n يبرا بیبه ترت و صفر 6 ،2 ري(، مقاد5)

-از قسمت هرکدام جهیدرنتگردد که يحاصل م همپوشاني

 هستند. 2000 × 5000هاي ايجاد شده داراي ابعاد 

           
دهد. کادرهاي آبي، هاي ارزيابي را نمايش ميهاي آموزشي و تصاوير سمت چپ، دادهاي از داده هاي آموزشي؛ تصاوير سمت راست، داده نمونه -3شکل 

 قرمز و زرد به ترتیب معرف هواپیماهاي چهار موتوره، دو موتوره و موتور در عقب هستند

 

 
 بنديپس از انجام فرآيند بخش تصوير سنجش از دوري منطقه مطالعاتي دوم -4شکل 

 

منظور ارزيابي هرچه بهتر معماري در اين پژوهش، به

-هاي ديگر، از سه دسته داده اعتبارپیشنهادي و معماري

هايي از است. دسته اول مربوط به داده شدهاستفادهسنجي 

که در طي هاي آموزشي است ولي با اين تفاوت جنس داده

است. در اين  نشدهاستفادهها فرآيند آموزش شبکه، از آن

دسته دوم و  ، در دسترس است.نمونه 75مجموعه تعداد 

هاي هاي با ابعاد بالا هستند که از فرودگاهسوم جزء داده

المللي پکن و امام خمیني )ره( اخذ گرديده و پس از بین

-قرار مي مورداستفادهبندي جهت ارزيابي اعمال بخش

 گیرند.

بندي تصاوير ( شماي کلي از نحوه بودجه5شکل )

 هايدادهتفکیک بالا به مجموعه  باقدرتاي ماهواره

است تصحیحات  ذکرانيشاآموزشي و ارزيابي است. 

هاي آموزشي، ارزيابي، تصاوير اتمسفري بر روي تمامي داده

 است. شدهاعمالمنطقه مطالعاتي اول و دوم 
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 هاي آموزشي و ارزيابيازدوري به دادهبندي تصاوير سنجشدسته -5شکل 

 

 شدهارائه يمعمار يسازادهیآموزش و پ -4-2

 تميبا استفاده از الگور قیتحق نيشده در اارائه يمعمار

 يریادگينرخ  .است دهيآموزش د SGD1 [39]ي سازنهیبه

در و  شدقرار داده  005/0 آموزش يآن در ابتدا يبرا

 .شد 10 برمیمقدار آن تقس، 46000و  40000ي هاگام

 Batchو  Weight Decay ،Momentumهاي مقدار پارامتر

Size و  9/0، 0001/0 برابر بیبه ترت سازنهیبه تميالگور

 ، ازشدهارائه ياردر معمهمچنین  .اندشدهقرار داده 16

Dropout [40] پارامتر آزاد نرخ رشد  .نشده استدهاستفا

 شبکه اند تاشدهي مقدارده 24برابر  𝑁و پارامتر  2برابر 

چارچوب . داشته باشد هادادهيپوشش را رو نيبهتر

                                                             
1 Stochastic Gradient Descent 

 ينهیزمبا پس Keras نیز مورداستفاده جهت آموزش

Tensorflow ،CUDA   و 9نسخهCuDNN   يم 7نسخه-
( VRAM) و حافظه گرافیکي RAMو حافظه  باشد

  .گیگابايت هستند 16و  12به ترتیب برابر  دسترسقابل

ساز، پس از مشخص کردن پارامترهاي الگوريتم بهینه

 فرآيند نرسد. در اينوبت به انجام فرآيند آموزشي مي

در  شدهيطراح کانولوشني يهاهياز لا ي آموزشيهاداده

 رهیذخ کنندهبیترک يرهایو در متغ کننديشبکه عبور م

هر سلول به اتمام  يپردازش نديفرا که آن . بعد ازشونديم

 هيلا کيدر درون سلول از  هاکنندهبیترک يخروج ،دیرس

Average pooling نيا ي،آموزش هايداده .کننديعبور م 

. در اين چگال برسند هيکنند تا به لايرا دنبال م نديفرآ

وجود دارد که  نورون ،موجود يهابه تعداد کلاس لايه

-شده از دسته دادهبرداشت يهايژگيو يبنددسته فهیوظ
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ها با استفاده از کلاس يبنددسته .دنرا دار يآموزش هاي 

که  نوروني .شوديها انجام مبه هرکدام از نورون يمقدارده

 شدهينیبشیعنوان کلاس پبه ،داشته باشد يشتریمقدار ب

ينیبشیدقت کلاس پ زانیم .شوديانتخاب م تصوير يبرا

 .شوديم يریگاندازه نهيهز تابعبا  شده

(6) L = − [y  log (z)  + (1 − y) log (1 − z)] 

-Crossتحقیق  نيشده در ااستفاده نهيتابع هز

entropy  ( بیانگر آن است.6) رابطهاست که 𝑦  و𝑧  به

ينیبشیکلاس داده و مقدار پ يبرا حیمقدار صح بیترت

 .هستند شده

 و تحلیل نتایجارزیابی  -4-3

-هدقت طبق بررسي ازمندیشبکه کانولوشن ن ي يکابيارز

 يابيمنظور ارزبه .موردنظر است يهاکلاس يآن بر رو يبند

 هايدادهي از مجموعه داده به قسمت ،شدهروش ارائه دقت

 آموزش،پس از  هايداده نيا .است افتهياختصاص يابيارز

 يهايمعمار نیختلاف با زانیتا م ردیگيقرار م يابيمورد ارز

مشخص  ييارهایشده با استفاده از معارائه يو معمار يقبل

هايي رقابت ازجمله Microsoft COCO [41] رقابت .شود

ي کانولوشن برگزار هاشبکهارزيابي دقت  منظوربهاست که 

 استشامل چندين معیار براي ارزيابي رقابت  نيا شوند.مي

 IOUبا  (Average Precision) که از میانگین دقت کلي

(Intersection Over Union)  عنوان به 95/0تا  5/0در بازه

 يرو بر AP ريمقاد ،[42] طبق شود.معیار اصلي ياد مي

 شود.ميمحاسبه  يابيدادهگان ارز

 يآمده از اعمال معماردستدقت به نیانگی( م6) شکل

و نرخ رشد  هاهيبا تعداد لا ResNet يو معمار شدهارائه

 با. دهديم شيرا نما 95/0تا  5/0 نیب IOUمتفاوت در 

 46000 و 40000 تکرار در يآموزش نرخ کهنيا به توجه
تر دنبال ها روانشبکه يرفتار يالگو شود،يم میده تقس به

طور منظم و هر به ،يآموزش تیوضع شيپا ي. براشوديم

از  کياز دقت متوسط هر  يگزارش بارکي قهیده دق

نقاط موجود در  گريديعبارت. بهشوديم رهیها ذخشبکه

تعداد دفعات ارائه گزارش  يايهر شبکه، گو ي( برا6شکل )

 يشتریتکرار نقاط ب 50000که در طول  يااست. شبکه

براي تکمیل پروسه  بالاتر آن ياز زمان آموزش يدارد، حاک

شبکه  ،يابيمورد ارز يهاشبکه انی. در مباشديم آموزش

و  نيکمتر ي، دارا16و نرخ رشد  هيلا 50با  يشنهادیپ

ResNet101 باشنديم يزمان آموزشمدت نيشتریب يدارا. 

-شده در اين مقاله توانايي دستبر اين اساس معماري ارائه

را در عین کمتر بودن تعداد  ResNetشبکه  دقتبهيابي 

 پارامتر و زمان لازم براي آموزش، دارا است.

 
 مقدار میانگین دقت بدست آمده بر روي داده هاي ارزيابي -6 شکل
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 ارزيابي هايداده( حاصله از APمیانگین دقت ) -2جدول 

میانگین 

دقت 

 )درصد(

 زمانمدت

آموزش 

 )دقیقه(

تعداد 

پارامتر 

 )میلیون(

نرخ 

 رشد

تعداد 

 لايه
 معماري

6/67 616 5/25 ---- 50 
ResNet 

2/71 902 6/44 ---- 101 

9/66 153 6/10 16 50 
معماري 

 پیشنهادي
2/69 209 2/18 32 50 

1/72 370 2/30 32 101 

 Faster RCNNاز اعمال  آمدهدستبه( نتايج 2جدول )

در اين تحقیق و معماري  شدهيمعرفهمراه با معماري 

ResNet  از  آمدهدستبه. بهترين دقت دهديمرا نمايش

است. روش  شدهمشخصارزيابي با قلم درشت  هايداده

دقت بالاتري در تشخیص اهداف  کهنياعلاوه بر  شدهارائه

يمآموزشي را پوشش  هايدادهاز سايرين  ترعيسردارد، 

ي ابتدايي و هاهيلاي حاصله در هايژگيو. حفظ دهد

میزان  شوديمي بعدي موجب هاهيلا در هاآناستفاده از 

کاهش يابد. همین مورد  هايژگيوهدر رفت در استفاده از 

 .کنديممتمايز  هايمعمارمعماري پیشنهادي را از ساير 
ي از منطقه مطالعاتي ازدورسنجش( تصوير 7) شکل

موردنظر پس از اعمال  ريتصودهد. دوم را نشان مي

است.  آمدهدستبهدر اين تحقیق،  شدهيمعرفگر استخراج

، حاکي از دقت مایهواپفروند  32هواپیما از  30شناسايي 

با هر نوع تصوير رقومي براي  شدنمواجهمناسب شبکه در 

 هدف دارد. اهدافشناسايي 

 بر روي تصوير سنجش از دوري فرودگاه امام خمیني )ره( =32Gو  هيلا 101با  يشنهادیشبکه پنتیجه بدست آمده از اعمال  -7شکل 

 ياز اعمال معمار يخروج ريتصو ( شامل8) شکل

 ريتصو يرو بر لايه 101با  ResNetي و معماري شنهادیپ

 شود،يم مشاهده که طوراست. همان ي اولمطالعات منطقه

 ييشناسا با ي پیشنهاديمعماردر سمت راست تصوير، 

با توجه به  مایفروند هواپ 169فروند از  165 حیصح

در شناسايي  را يقبول قابل دقت شده،نییتع يهاکلاس

ذکر البته شايان .است گذاشته يجابه خود ازعوارض هدف 

شده در اين مقاله نسبت به معماري است که معماري ارائه

ResNet  میلیون پارامتر آموزشي  4/14لايه،  101با

کاهش داشته است. اين موضوع، خود باعث کاهش توان 

پردازشي مورد نیاز هم در فرآيند آموزش و هم در فرآيند 

 گردد.شناسايي اهداف مي

-همچنین براي مقايسه شبکه پیشنهادي و ديگر شبکه

است. اين معیار  شدهاستفاده F1-Measureها، از معیار 

 باشدمي  Precision و  Recallترکیبي غیرخطي از دو معیار

، مکان و F1-Measureمنظور محاسبه معیار . به[44, 43]

ي مشخص ابيارزهاي نظر در دادهکلاس تمام اهداف مورد

، TP1هاي برچسبي با عنوان هر هدفشود و شبکه براي مي

FP2 ،NP3 صیتشخدهد. زماني به يک هدف اختصاص مي 

ي شناسايي شود که محدودهداده مي TP، برچسب شدهداده

ي که باهدفهمپوشاني  %50شده و منسوب به آن، حداقل 

 نيادر غیر  .[28] داشته، شده استمشخصصورت دستي به

. خواهد شدداده  FPنظر برچسب به هدف مورد صورت

را  اهداف يدرصد آشکارساز Recall و Precisionهاي اریمع

 .شوندمي فيتعر ريصورت زبه و دهندنشان مي

(7) Recall =  
TP

NP
 

است که در  يتعداد کل اهداف مکان NP ،(7در رابطه )

 حیصح يهاتیموقع TP. اندشده دیتول يواقع هايداده

. اين پارامتر همیشه عددي نامنفي است شدهيي شناسا

است.

                                                             
1 True Positives sample 

2 False Positive samples 

3 Negative Positive samples 
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 میلیون پارامتر( 6/44لايه ) 101با  ResNet)ب(: معماري  ن پارامتر(میلیو 2/30) =32Gلايه و  101)الف(: روش پیشنهادي با 

اي، زرد و سبز به هاي آبي فیروزهبر روي تصوير منطقه مطالعاتي اول؛ رنگ ResNetنتیجه حاصل شده از اعمال معماري پیشنهادي و معماري  -8شکل 

 .چهار موتوره، دو موتوره و موتور در عقب هستند يماهایهواپ هايدسته معرفترتیب 

 

(8) Precision = 
TP

TP+ FP
 

ييغلط شناسا يهاتیتعداد موقع FP(، 8در رابطه )

با استفاده  است. شيمورد آزما ريدر تمام تصاو شده

را  F1-Measureتوان معیار مي ،Recallو   Precisionاز

 محاسبه کرد.

(9) Fβ = (  1 + β2
)

Precision × Recall

β
2 × Precision + Recall

 

 را با وزن Precision و Recall يارهایمع(، 9ي )رابطه

β
حاصل  و جامع مقدار واحد کينموده و  بیرکت 2

 ييشناسا ينهیکه درزم يقاتیمطابق با اکثر تحق .کنديم
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βمقدار  ،شده استاهداف انجام 
در نظر  1برابر با  2

در نظر گرفتن اين مقدار براي پارامتر  است. شدهگرفته

 اریهر دو مع يرگذاریتأث زانیم شودباعث مي ذکرشده

 .[45] يکسان باشد

هاي ( نتايج خروجي از اعمال شبکه4( و )3)ول اجد

مطالعاتي اول و دوم است.  منطقهي بر روي موردبررس

با قلم درشت و  F1-Measureبهترين مقادير براي معیار 

 است.  شدهمشخص يآب

 اول موردمطالعهبراي منطقه  F1-Measureمقادير  -3جدول 

F1-Measure Recall Precision 
نرخ 
 رشد

تعداد 
 لايه

 معماري

2/95 8/94 6/95 ---- 50 
ResNet 

7/96 2/95 3/98 ---- 101 

3/93 7/93 9/92 16 50 
معماري 

 پیشنهادي
3/96 9/95 7/96 32 50 

9/97 6/97 2/98 32 101 

 دوم موردمطالعهبراي منطقه  F1-Measureمقادير  -4جدول 

F1-Measure Recall Precision 
نرخ 

 رشد

تعداد 

 لايه
 معماري

9/89 3/90 6/89 ---- 50 
ResNet 

93 2/93 9/92 ---- 101 

5/88 9/88 1/88 16 50 
معماري 
 پیشنهادي

7/92 9/92 5/92 32 50 

7/93 7/93 7/93 32 101 

بسزايي در میزان  ریتأثبکار رفته در هر شبکه  هيلاتعداد 

ي بیشتر باعث کم شدن هاهيلامحو شدن گراديان دارد. 

( 9) شکل. شوديمي انتهايي هاهيلابه  شدهمنتقلاطلاعات 

 ResNet50تکرار آموزشي شبکه  50000اندازه گراديان را در 

در  شدهارائه. معماري دهديمي را نمايش شنهادیپ يمعمارو 

نسبت به شبکه  دو برابري هاهيلاتعداد  باوجوداين تحقیق 

مورد مقايسه، از شیب کاهشي کمتري برخوردار است و 

کرده است.  رنگکممناسبي مشکل کاهش گراديان را  طوربه

ي هر هايژگيواز  بارهنيچنداين دلیلي بر مفید بودن استفاده 

لايه در طول فرايند آموزش شبکه است. با توجه به نوسان 

، با دهديمزيادي که مقدار گراديان در هر تکرار از خود نشان 

موردنظر  نمودار 99/0استفاده از توابع نمايي همراه با ضريب 

هتري از اختلاف موجود بین دو تا ديد ب است شده نرم

( آزمايشي است که براي 10) شکلآيد.  به وجودمعماري 

با  ResNetي معماري پیشنهادي و بندطبقهمقايسه دقت 

ي موجود در نمودارهااست.  شدهانجامي برابر هاهيلاتعداد 

 شدهيطراحي خطاي کمتر معماري دهندهنشان( 10) شکل

است. اين مقايسه  ResNetري در اين تحقیق، نسبت به معما

، هاشيآزمااست. در تمامي  شدهانجامبرابر  کاملاًدر شرايطي 

آموزش  زمانمدتي کمتر و پارامترهاشده با تعداد شبکه ارائه

توانست نتايج بهتري نسبت به معماري  ترنيیپاو ارزيابي 

ResNet  ي بگذارد.جابهاز خود 

 
 حاصل از دو شبکهمقدار نرم مربعي گراديان  -9شکل 

 

 
 مقايسه تابع هزينه دو معماري در فرآيند آموزش -10شکل 
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 يریگجهینت  -5 

-در اين تحقیق با توجه به اهمیت شناسايي و طبقه

 بر يمبتنازدوري، فرآيندي بندي اهداف در تصاوير سنجش

هاي کانولوشني ارائه گرديد که در عین کاهش تعداد شبکه

هاي مناسب استخراج بهتر ويژگيپارامترهاي آموزشي، با 

هاي شناسايي اهداف را افزايش بندي، دقت روشطبقه

هاي کانولوشني يکي از دهد. افزايش تعداد لايهمي

هاي بندي شبکهي اصلي در افزايش دقت طبقههامؤلفه

ازحد اين کانولوشني عمیق است؛ اما از طرفي افزايش بیش

لاعات واردشده در گراديان و اط محو شدنها موجب لايه

گردد. اين موضوع در بسیاري از هاي انتهايي ميلايه

هاي کانولوشن ي شبکهتحقیقات صورت گرفته در زمینه

هاي مختلف و يا ارائه مطرح شده و با بررسي توپولوژي

هاي آموزش نوين سعي در مقابله با چالش بوجود روش

ي معمار ،مقاله نيدر ا ،محققان گريد اند. پیروآمده کرده

هاي با حفظ ويژگي شده است کهارائه کانولوشني

از از محو شدن گراديان و  تولیدشده در تمام طول شبکه،

ي کند. نتیجهگیري ميهاي مستخرج جلورفتن ويژگي نیب

هاي موجود در تفکیک اين فرآيند، افزايش توانايي مدل

  است. چند کلاسهاهداف 

پیشنهادي توسط فرآيند آموزش معماري کانولوشن 

قطعه تصوير انجام شد و پس از آن، اين معماري بر  320

المللي پکن و روي دو منطقه مطالعاتي فرودگاه بین

المللي امام خمیني )ره( مورد ارزيابي قرار فرودگاه بین

درصد براي معیار  7/93و  9/97گرفت که به ترتیب مقادير 

F1-Measure است. اين در حالي است که  آمدهدستبه

میلیون  4/14لايه کانولوشن و  101با  ResNetمعماري 

پارامتر آموزشي بیشتر نسبت به معماري پیشنهادي، 

درصد را براي معیار مذکور حاصل کرده  93و  7/96مقادير 

است که اين موضوع حاکي از برتري معماري پیشنهادي 

میزان پارامتر  دقت شناسايي و هم از نظر نظرازنقطههم 

 آموزشي و توان پردازشي موردنیاز دارد. 

توان شده در اين مقاله ميدر راستاي بهبود معماري ارائه

 (Dilated Convolutionه )شداز اپراتورهاي کانولوشن منبسط

هاي بارزتر استفاده کرد. از سوي ديگر استخراج ويژگي باهدف

شده، ارائه سازي هرچه بهتر روشتوسعه و عمومي باهدف

ازدوري با توان آن را در دو مرحله بر روي تصاوير سنجشمي

مقیاس کوچک در سطح کشوري و يا حتي بیشتر اعمال کرد؛ 

ي اول هدف شناسايي مکان فرودگاه ي که در مرحلهطوربه

باشد و در گام بعد هواپیماهاي داخل هر فرودگاه توسط روش 

 شده شناسايي شود.ارائه
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