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 چکیده

که  ردیگيم، انجام اندآمدهدستبهمختلف  يهازماندو يا چند تصوير از يک منطقه که در  لیوتحلهيتجز باهدفآشکارسازي تغییرات 

تخريب  ارزيابي کشاورزي، ارزيابي خطر و و محیطي پايشدر تحلیل توسعه شهري،  ياماهوارهکاربردهاي تصاوير  نيترمهميکي از  يطورکلبه

یر است، به همین دلیل در اين گوقتدستي يک عملیات  صورت بهکه حل مسائل مربوط به آشکارسازي تغییرات ييازآنجا. ستابلاياي طبیعي 

ي هاشبکهو از  ارائه شده يک روش کشف تغییرات مبتني بر الگوريتم يادگیري عمیق جهت تولید نقشه تغییرات در مناطق کشاورزي پژوهش

-شبکه از نوع الگوريتم هاي يادگیري عمیق  هدف در اين مقاله بکارگیري. ها استفاده شداستخراج خودکار ويژگي منظور بهيادگیري عمیق 

هاي اصلي اين . يکي از انگیزهاستبا استفاده از تصاوير فراطیفي محصولات کشاورزي شناسايي سطح زير کشت  به منظورهاي کانوولوشني 

پس از به دست آوردن  هستند.در مناطق با پیچیدگي طیفي بالا تغییرات  شناساييدر يادگیري عمیق  ياين شبکه ها قابلیت مناسب کار،

 يهاشبکهبا استفاده از  در مرحله بعد. شودتولید مياولیه دودويي  تغییرات نقشه ،اتسو حدآستانه گذاري با استفاده از الگوريتمتصاوير اختلاف 

بدون تغییر  کلاس تغییر و کلاس دوبه  هاکسلیپ يبندطبقه جهتکانوولوشني  يهاشبکهخودکار به استخراج ويژگي پرداخته و از  کدگذار

 پتانسیل بالاي دهندهنشاننتايج حاصل،  .تولید شدنقشه تغییرات نهايي  ،و ارزيابي دقت يادگیري عمیق با ساخت مدل استفاده شد. نهايتا

به منظور ارزيابي دقت و کارايي . باشديمدر مسائل آشکارسازي تغییرات با استفاده از تصاوير فراطیفي يادگیري عمیق  يهاروشاستفاده از 

مجموعه داده ابرطیفي از مزارع کشاورزي هرمیستن واقع در  اخذ شده توسط سنجنده هايپريون مربوط به دوتصاوير از پیشنهادي، روش 

مورد الگوريتم پیشنهادي اطراف تالاب شادگان واقع در جنوب خوزستان، استفاده و در  متنوع پوشش هاي گیاهيمنطقه داراي آمريکا، و 

 باشد. يم 0.86و ضريب کاپا  %95ي داراي دقت کلمبتني بر يادگیري عمیق است. روش پیشنهادي کشف تغییرات  قرارگرفتهارزيابي 

 تصاوير فراطیفي، ازدورسنجشکدگذار خودکار،  يهاشبکهعصبي کانوولشني،  يهاشبکهآشکارسازي تغییرات، ، يادگیري عمیق واژگان کلیدی:

                                                           
  نويسنده رابط 
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 مقدمه -1

محصولات  نیتأمافزايش رشد جمعیت و نیاز به 

کشاورزي، منجر به تغییرات کاربري اراضي از اراضي جنگلي و 

که براي ازآنجايي. [1ت]مرتعي به اراضي کشاورزي شده اس

هاي دقیق در زمینه میزان واردات و صادرات ريزيبرنامه

هاي سطح زير کشت محصولات کشاورزي و بروزرساني نقشه

دقیق تغییرات سطح هاي سالیانه، نیاز به پايش و تولید نقشه

زير کشت محصولات کشاورزي با کمترين میزان عملیات 

هاي تغییرات هاي دقیق تولید نقشهمیداني است، نیاز به روش

در اين  . [2]در اين مناطق از اهمیت فراواني برخوردار است

 عنوان به به دلیل پوشش وسیع ازدورسنجش يهادادهراستا 

مطالعات آشکارسازي تغییرات  نهیدرزم لآهديا منبع يک

در اين میان تصاوير سنجش از دوري  .[3]اندشدهليتبد

مناسب امکان پايش  فراطیفي با قدرت تفکیک طیفي و مکاني

هاي پیچیده طیفي در اين مناطق را تغییرات در کلاس

 باهدفآشکارسازي تغییرات  سازد.پذير ميامکان

 يهازمانه در منطقه کدو يا چند تصوير از يک  لیوتحلهيتجز

يکي از  يطورکلبهکه  ردیگيم، انجام اندآمدهدستبهمختلف 

 محیطي هايپايش اي درکاربردهاي تصاوير ماهواره نيترمهم

هاي اصلي در از جمله چالش .[4]استکشاورزي  و

سطح زير کشت در مناطق کشاورزي با آشکارسازي تغییرات 

، زياد آموزشي هاينیاز به دادهاستفاده از تصاوير فراطیفي، 

در زمان اخذ  جويبه شرايط  هادقت الگوريتم وابستگي

جهت تعیین کلاس  بهینه آستانه حد، نیاز به تعیین تصاوير

نیاز به و ، انتخاب باندهاي بهینه، حجم بالاي محاسبات تغییر

 .[6و  5] است، هاالگوريتمپارامترهاي  تنظیم

يادگیري  هايالگوريتم ازاستفاده اخیر،  يهاسالدر

هاي و جديدترين روش ترينيکي از متداولبه  1عمیق

 دهندهنشاناست و  شدهليتبدمبتني بر يادگیري ماشین، 

يم تشخیص الگو و پتانسیل بالاي آن در حوزهعملکرد 

-مدلاز يادگیري عمیق  در روش هاي مبتني بر .[7]باشد

که ساختار چند لايه اي دارند، استفاده مي هاي محاسباتي 

-از کاربردهاي الگوريتمشود که کاربردهاي مختلفي دارند. 

ي بندطبقهبه  توانيمهاي يادگیري عمیق در حوزه پزشکي 

توالي ژنوم، تشخیص  لیتحل و هيتجزتصاوير پزشکي، 

و در حوزه بینايي کامپیوتر اعم از رديابي  [9و  8] هايماریب

                                                           
1 Deep Learning 

ي بندقطعهي تصاوير، بنددسته، [10]و يا عابرين پیادهافراد 

[ 2]، شناسايي گفتار، پردازش زبان طبیعي[12و  11]معنايي

و هزاران کاربرد  [13]سينودستو تشخیص کاراکترهاي 

 ديگر اشاره کرد. 

 ،يادگیري عمیقهاي الگوريتم فردمنحصربهاين ويژگي 

ماشین متمايز  ي مبتني بر يادگیريهاروشآن را از ساير 

اين  دلیل توانايي يادگیريبه همچنین  .ساخته است

-7]استتوجهات زيادي را به خود جلب کرده  ها،الگوريتم

يادگیري عمیق  هايالگوريتم با توجه به توانايي بالاي .[14

ها ، استفاده از اين الگوريتمدر پردازش و استخراج اطلاعات

یار جذاب میان به يک موضوع بس در کاربردهاي مختلف

برخي  که به اختصار به است شدهليتبدقان اين حوزه محق

رداخته پدر حوزه سنجش از دور و تشخیص الگو نها آ از

 .[16و  15، 10]شودمي

ي هاشبکهاز  2015گونگ و همکاران در سال 

به منظور آشکارسازي تغییرات در  RBM2يادگیري عمیق 

استفاده  SAR3 راداري با روزنه مصنوعي تصاوير چندزمانه

کردند. هدف از اين تحقیق آشکارسازي تغییرات در قالب 

 دو کلاس تغییر و بدون تغییر با طراحي شبکه يادگیري
بوده است و براي   RBMشبکه نشدهنظارتعمیق از نوع 

 و به صورت سازي نرمتنظیم روشي از بندطبقه

 .[17]استفاده کردند  شدهنظارت

ي بند طبقهيک روش  2016لي و همکاران در سال 

ي رمزگذار خودکار بنامبرگذاري  هميرومبتني بر 

ي پوشش زمین با استفاده از بندطبقهيادگیري عمیق براي 

ارائه دادند. سپس  بزرگ اسیمقدر  ازدورسنجشتصاوير 

ي بندطبقهي مرسوم هاروشرا با  SAE4 روش

. ارزيابي دقت [18] دندمقايسه کر  RF,ANN,SVM:مانند

 SAEبراي الگوريتم  %78.99 دقت کلي دهندهنشاننتايج 

به ترتیب   %77.86، و %76.03، %77.74هاي کلي و دقت

بود. همچنین تعداد  ANN7 و SVM5، RF6 هايبراي روش

و  534،396کننده يبندطبقهنمونه آموزشي براي هر 

 رشد که د گرفتهدر نظر  26،282هاي تست نمونه تعداد

 .انددهیرسبه بالاترين دقت  SAEروش 

                                                           
 Restricted Boltzmann Machine2 

3 Synthetic Aperture Radar 
4 Sparse Auto Encoder 

5 Support Vector Machines 
6 Random Forest 
7 Artificial Neural Network  
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 يهاشبکهيک روش مبتني بر  از (2017) همکارانو ژو 

 بادام سطح زير کشتشناسايي عصبي کانوولوشن براي 

 چیندر کشور  8تصاوير مربوط به ماهواره لندست  با ینيزم

در اين تحقیق اعم  آمدهدستبهکردند. نتايج تجربي  استفاده

 دهندهنشان 0.944و ضريب کاپا  %96.42از دقت کلي 

عملکرد خوب اين شبکه بوده است. محاسبات آماري نشان 

در اين منطقه در سال  ینيزمبادامکه منطقه کاشت  دهديم

 افزايش داشته %12.1داراي  2015نسبت به  2017

 در زمینه کشف شده انجامتحقیقات پیشین  .[19]است

روشي  عنوان بهکه يادگیري عمیق  دهنديمنشان  تغییرات

اين  اکثر. اما کنديمايفاي نقش  اين زمینهدر  کارآمد

پايش تغییرات به  شدهنظارتبا رويکرد  هاپژوهش

حل مسائل مربوط به آشکارسازي  کهييآنجا از. اندپرداخته

لذا  ،است زمانبريک عملیات  غیر خودکار صورتبهتغییرات 

يادگیري  يهاشبکه استفاده از اصلي از اين تحقیقهدف 

است.  ي تغییرهايژگيو استخراج خودکار منظوربهعمیق 

دقت  باتغییر  يهانقشهتولید  فرآيند منجر بهاين  انجام

 شده است. در مقايسه با روش هاي خودکار ديگر بالاتري

اخیرا، شناسايي تغییرات چند گانه با استفاده از تصاوير با 

 مورد توجه قرار گرفته است. توجه به اينکه تصاوير فراطیفي

محتواي اطلاعات طیفي طرف ديگر؛ تصاوير فراطیفي از 

.لذا براي دستي يابي به نقشه بسیار بالايي برخوردار هستند

با دقت بالا تغییرات چندگانه؛ لازم است يه نقشه دودويي 

تولید گردد و نهايتا، با ماسک کردن نقشه دودويي نقشه 

تغییرات چندگانه به راحتي تولید میگردد. اما جهت تولید 

نقشه باينري با قابلیت اطمینان بالا؛ استفاده از پتناسیل 

 بالاي الگوريتم هاي يادگیري عمیق اجتناب ناپذير است.  

زي تغییرات اين پژوهش يک روش نوين آشکارسادر 

. مشارکت شده استمبتني بر مفاهیم يادگیري عمیق ارائه 

 از: نداصلي و نوآوري اين پژوهش عبارت

آشکارسازي تغییرات بر پايه خودکار ارائه يک چارچوب  -1

 داده هاي فراطیفي چند زمانهبا بکارگیري  يادگیري عمیق

قابلیت  بابدون نظارت  کاملاا  ارائه يک روش -2

بدون استخراج اطلاعات آشکارسازي تغییرات با دقت بالا 

 نیاز به هرگونه داده آموزشي

مناسب در تولید نقشه کشف  ارائه راهکاري -3

 چندزمانه فراطیفي هايدادهتغییرات با استفاده از 

طیفي با استخراج ويژگي هاي تغییر ي پیچیده هاباکلاس

 مبتني بر الگوريتم يادگیري عمیق

 و داده فراطیفی مطالعه مورد مناطق -2

 اورگنايالت بومتیلا  هرمیستن شهري در شهرستان

نفر  16٬745میلادي،  2011سال  سرشمارياست و در 

درصد  0٫72، 2010جمعیت داشته که نسبت به سال 

 28″ اين منطقه با مختصات .استداشته رشد جمعیت

ز نوع غربي ا119°  17 ′ 30″شمالي و  45 ′50°

منطقه مورد مطالعه ديگر مربوط به تالاب  .کشاورزي است

شادگان در جنوب غربي ايران در استان خوزستان مي 

اين  مختصات هزار هکتار است. 400باشد که پهناوري آن 

غربي  30 ° 30′ 28″شرقي و  48 ° 45′ 17″ منطقه

اين تالاب در پايین دست رودخانه جراحي بین است. 

شهرهاي شادگان، آبادان، ماهشهر، رامهرمز و اهواز در 

هاي فراطیفي مربوط داده. استان خوزستان واقع شده است

هايپريون  فضابرد هسنجندمناطق مورد مطالعه توسط به 

است.  اخذ شده EO1-1وي ماهواره ر برنصب شده 

 ارائه شده است. ( 1)مشخصات اين سنجنده در جدول 

 مشخصات سنجنده فراطیفي هايپريون -1جدول 

گستره 

 طیفي

توان 

تفکیک 

 مکاني

پهناي 

 باند

توان 

تفکیک 

 طیفي

توان تفکیک 

 راديومتريکي
پوشش 

 طیفي

تا  0.4

 میکرو2.5
 متر

 متر 30
5.7 

 کیلومتر

10 

 نانومتر
 بیتي 16

به 

صورت 

 طیفي

 

آشکارسازي تغییرات کاربري  منظوربهدر اين تحقیق 

ي مربوط به هادادهاراضي با استفاده از تصاوير فراطیفي از 

به فاصله  هادادهاست. اين  شده استفادهمناطق کشاورزي 

در آمريکا  هرمیستن واقعشهر زماني سه سال از مزارع 

است. اين داده در  شده اخذتوسط سنجنده هايپريون 

 اخذ 1386-ارديبهشت-3و 1383-ارديبهشت-7ي هاخيتار

به منظور . باشديمپیکسل  381*241و ابعاد آن  شده

بهتر روش پیشنهادي مجموعه داده دوم که  ارزيابي هر چه

پوشش هاي گیاهي اطراف تالاب شادگان مي به مربوط 

روزه در  21ي خاب گرديد. اين تصاوير در بازه زمانباشد، انت

گرديده است. ابعاد اين تصوير اخذ  1385خرداد سال 

داده اين پیکسل مي باشد. يکي از مزاياي اين  220*123

بسیار بالا و از پیچیدگي است که تنوع تعداد کلاسي 

ارزيابي روش کشف  با زيادي برخودار است. بنابراين،طیفي 

                                                           
1 Earth Observing-1 
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توان يک معیار اين داده مي پیشنهادي بر رويتغییرات 

براي سنجش عملکرد روش پیشنهادي و ساير مناسب 

نمايش ترکیب  (1). شکل در نظر گرفتروش هاي متدوال 

 رنگي کاذب مناطق مورد مطالعه را ارائه مي دهد.

  
  

نمايش ترکیب رنگي کاذب داده  الف(

 1383فراطیفي سال

نمايش ترکیب رنگي کاذب داده  ب(

 1386سال  فراطیفي

ج( واقعیت زمیني مربوط به داده 

 اول
 د( موقعیت جغرافیايي داده اول

  
 

 

 ژ( ز( ر( ذ(

نمايش ترکیب رنگي کاذب داده  الف(

 خرداد 6فراطیفي

نمايش ترکیب رنگي کاذب داده  ب(

 خرداد 29فراطیفي 

ج( واقعیت زمیني مربوط به داده 

 دوم

 د( موقعیت جغرافیايي داده دوم

 نمايش ترکیب رنگي کاذب مناطق مورد مطالعه -1شکل 

 روش شناسی -2
 .(2))شکل  پرداخته شده است در اين مقاله فلوچارت روش پیشنهادياين بخش به تشريح 

 
 فلوچارت روش پیشنهادي کشف تغییرات مبتني بر الگوريتم يادگیري عمیق -2شکل 
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 فراطیفیپردازش داده پیش - 2-1

تصاوير اين سنجنده به دلیل وجود شرايط محیطي و 

دارند. اين  پردازششیپدستگاهي نیاز به يک سري 

: دسته شونديمکلي تقسیم  دودستهبه  هاپردازششیپ

ي طیفي هستند که خود به زير هاپردازششیپاول 

حذف از:  اندعبارتکه  دنگرديميي تقسیم هابخش

جابجايي يک پیکسل، حذف باندهاي بدون داده، حذف 

اثرات نوار شدگي و نوفه، تصحیح اثر انحناي طیفي، تبديل 

داده در بازه  سازييکنواختراديومتريکي، تصحیح جوي و 

باندهاي با  ریتأثاز  سازييکنواخت .[5] صفر و يک است

يم ترکوچکمحدوده عددي بالاتر بر باندهاي با محدوده 

. شوديم. همچنین باعث کمینه شدن اثرات نوفه اهدک

ارتباط دارد  هاکسلیپي مکاني به موقعیت هاپردازششیپ

و يک تصوير  شوديمکه از تصحیح هندسي استفاده 

و تصوير دوم  شوديممرجع ثابت در نظر گرفته  عنوانبه

  .شوديمنسبت به آن ثبت هندسي 

 انتخاب داده آموزشی -2-2

اجراي اين بخش انتخاب داده آموزشي جهت هدف از 

: ازجملهوجود برخي عوامل  است. CNN1 تعیین پارامترهاي

هاي نواحي و عدم شفافیت قله جوي، شرايط مقادير نوفه

ها، در هیستوگرام و آمیخته شدن اين قله ییربدون تغتغییر و 

از  يآستانه گذارهاي انتخابي بعد از شود که نمونهباعث مي

بنابراين استفاده از تمامي  باشند. برخوردارقطعیت کمتري 

نمونه هاي آموزشي بدون پالايش کردن آنها منجر به 

يادگیري اشتباه توسط طبقه بندي کننده میگردد. بنابراين 

جهت آموزش صحیح الگوريتم؛ نیاز به پالايش نمونه هاي 

و افزايش قطعیت  آموزشي داريم. در اين راستا؛ جهت

اساس  ده آموزشي، انتخاب داده آموزشي بردا عتمادپذيريا

( تهیه نقشه اولیه در دو کلاس تغییر 1باشد: )چهار مرحله مي

و قدر مطلق تصوير  اتسوتوسط الگوريتم  ییربدون تغو 

از  ییربدون تغهاي تغییر و ( استخراج پیکسل2) ،تفاضل

جدد کارگیري م( به3) ،در دو کلاس مجزاريتم خروجي الگو

-کلاساز هاي هرکدام بر روي پیکسل يبندطبقهالگوريتم 

از  هرکداماز ( 4) ،(ییربدون تغهاي مرحله قبل )تغییر و 

استخراج  آزمايشيدسته داده آموزشي و داده  دو هاکلاس

                                                           
Convolution Neural Network 1 

مورد يادگیري عمیق را  هاييتمالگورتا در مراحل بعدي  شده

 2از  هرکدام. همچنین قرار دهیمارزيابي دقت  وآموزش 

علت انتخاب . شونديمکلاس اصلي به سه ناحیه تقسیم 

، افزايش اعتمادپذيري در انتخاب داده آموزشي میانيکلاس 

گیرد: مي سرچشمهاست. افزايش اعتمادپذيري از دو عامل 

که معمولاا در ابتدا و انتهاي هیستوگرام  فه)الف( کلاس نو

باعث عدم  میانيگردد و بنابراين انتخاب کلاس ايجاد مي

شود و )ب( به علت آمیخته مي فهاين کلاس از نو یرپذيريتأث

انتخاب  ،ییربدون تغهاي هیستوگرام کلاس تغییر و شدن قله

گردد. بنابراين انتخاب با دقت پايیني انجام مي حد آستانه

باعث، مرتفع  حد آستانه، به علت روند انتخاب میانيکلاس 

 ،شود. پس از انجام مراحل فوقنمودن اثرات اين عوامل مي

منظور يافتن ي با درصد اطمینان بالاتري بهآموزشهاي نمونه

-نحوه (3)شود. شکل هسته وارد فرآيند مي نهیبهپارامترهاي 

 دهد.ي انتخاب داده آموزشي را ارائه مي

 
 نحوه انتخاب داده آموزشي -3شکل 

 SAE شبکهاستخراج ویژگی مبتنی بر  -2-3

 شبکه در اين بخش به استخراج ويژگي با استفاده از 

SAE هاي شود. ورودي اين بخش، پیکسلپرداخته مي

بین تصاوير  یريگتفاضلحاصل از الگوريتم  آمدهدستبه

است. پس از استخراج ويژگي بر روي  قبل و بعد از تغییر

-آمدن موقعیت داده به دستها و از طرفي با کل پیکسل

جهت  CNNها وارد شبکه پیکسلاين شبه آموزشي،  هاي

 د. علاوه برآن، لازم است کهنشويمسازي پارامترها ینهبه

اندازه قطعه، معماري و تعداد تکرار  پارامترهاي اولیه شامل:

 . دنشبکه و ساير پارامترها تعیین گرد

 CNN شبکه پارامترهای سازیینهبه -2-4

 که در آزمايشي يهادادهدر اين قسمت با استفاده از 

پارامترها  سازيینهبهبه  ،قسمت قبل توضیح داده شدند

 و، هاي آموزشيآموزش شبکه با استفاده از داده. پردازيميم

با استفاده از شاخص  آزمايشيمک داده ارزيابي آن به ک
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فرآيند تکرار تا زماني . گیردانجام ميو کاپا  1صحت کلي

-در اين که شودارائه قبولي نتايج قابل گیرد که انجام مي

به  صورتدر غیر اينو رويميمبه مرحله بعدي  صورت

دوباره  هایکسلپسازي پارامترها رفته و قسمت بهنگام

 برسند.  قبولقابلتا حدي که به جوابي  شونديم يبندطبقه

 نهاییتغییرات تولید نقشه  -2-5

که از قسمت قبل  هايييخروجدر اين قسمت با 

انتخاب مرحله استخراج ويژگي با  و انجام اندآمدهدستبه

. در رسیميمبه ساخت مدل  CNNپارامترهاي بهینه 

اعمال اين شبکه به تصاوير تفاضلي،  از بعدآخر مرحله 

 .آيديمنقشه تغییرات نهايي به دست 

 یادگیری عمیق -3

مهم يادگیري  يهاشاخهيادگیري عمیق يکي از 

 یلهوسبهمفاهیم انتزاعي را  کنديمماشین است که سعي 

شناختي از مغز انسان و کشف الگوي  یزممکان سازيیهشب

پنهان با ساختار عمیق ايجاد کند. وقتي داده به يک شبکه 

 هيبه لا هيلا تواننديم هايژگيو، شوديم یق تغذيهعم

 هيلا يورود عنوانبه لايهيک يو خروج موزش داده شوندآ

باشد،  تریقعمکه شبکه  هراندازه. شوديماستفاده  يبعد

شبکه  قياز طر توانيمرا  يشتریب يانتزاع هاييژگيو

بسیاري  يهاشبکهيادگیري عمیق داراي  موخت.آ قیعم

که در ادامه به  هستو غیره  CNN, DBN, SAEاعم از 

که در اين پژوهش  هاشبکهتوضیح مختصري از اين 

 .[4]پردازيميم ،اندشدهاستفاده

 عصبی کانوولوشن یهاشبکه -3-1

CNN  آموزشقابل يهلاين چندبا يک معماري داراي 

 شدهیلتشکاست که از مراحل مختلف استخراج ويژگي 

 يهيلاشامل سه لايه اصلي اعم از  هاشبکهاين  است.

يم کاهش ابعاد يهيلاو  يرخطیغ يهيلاکانوولوشن، 

است تا از  شدهيطراح ياگونهبه CNN. معماري باشند

 CNNيک ورودي استفاده کند.  تصوير يدوبعدساختار 

استخراج ويژگي که به  معمولي از يک، دو يا سه مرحله

متصل و  تماماا  يهاهيلا، هيچندلاشبکه  کي آندنبال 

                                                           
1 Overall Accuracy 

 شدهلیتشک ،باشنديم کننده نهايييبندطبقه هيلاکي

 دهديمنمايي کلي از اين شبکه را ارائه  (4)شکل  است.

جداگانه  طوربه قسمتي از اين معماري در ادامه هرکه 

 توضیح داده خواهد شد.

 
 [20]کانوولشني عمیق يهاشبکهمعماري کلي  -4شکل 

 لایه کانوولوشن -3-1-1

 لايه rبا  يبعدسهکانوولوشن يک آرايه لايه ورودي 

. هر المان هست m*nبا سايز  يدوبعدويژگي 

m,n دهندهيشنما
ix    ويژگي نمايانگر مثالي  لايهاست و هر

ترکیبي  k1*n1m*1 يبعدسهاست. خروجي اين آرايه  ix از 

يه کانوولوشن داراي است. لا m*nاندازه  باويژگي  لايه kاز 

k در سايز  آموزشقابل فیلترl*l*q که بانک فیلتر  بودهw 

ويژگي  لايهويژگي ورودي را به  لايهکه  شوديمنیز نامیده 

 لايهلايه کانوولوشن خروجي . کنديمتصل مخروجي 

 :[7]آيديمبه دست  1ويژگي از رابطه 

(1) z𝑠 =  ∑ wi
s

q

t=1

∗  xi + bs1                      

گسسته  يدوبعديک عملگر  ∗ در اين رابطه

 . باشديمباياس  آموزشقابلپارامتر  bشن و وکانوول

 یرخطیغلایه  -3-1-2

شامل يک تابع  لايه صرفاا، اين قديمي CNNدر 

ويژگي  لايهاستوار است که به هر جزء در يک  يرخطیغ

 است. لايه غیرخطي خروجي نقشه ويژگي با شدهاضافه

 :شوديممحاسبه  2رابطه  استفاده از

(2) 𝑎𝑠 = 𝑓(𝑧)𝑠                  

 که شوديمانتخاب  Reluتابع  صورتبه معمولاا  fتابع

، باشديم (x,0)ماکزيمم مقدار با  f(x) اين تابع به صورت

 . [7]شودتعريف مي

 لایه کاهش ابعاد -3-1-3

 ه جهتهمیشه بالاست ب هايژگيوابعاد  کهييازآنجا

 منظور کاهشبه Poolingاز لايه  Over Fittingجلوگیري از 
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شن قرار وکانوول هاييهلاکه بعد از  گردديمابعاد استفاده 

مختلفي نیز هستند.  يهاروشو داراي  گیرنديم

تماماا  هاييهلاکه  است Max Pooling هاآن ينترمعروف

ا نمايش مربوط به تصوير ورودي ر يهاکلاس متصل

که در نظر  ياپنجرهو اندازه  . با توجه به گامدهنديم

، ماکزيمم مقدار هر ناحیه از تصوير که يک عدد گیريميم

خروجي در نظر گرفته  عنوانبهمربوط به هر ناحیه است را 

 انجام مرحله پس از  .گردديمتصوير ما کوچک  ابعادو 

يک تابع هزينه  کل شبکه با ،چندگانه استخراج ويژگي

مثل خروجي کمترين مربعات کلاسیک و  شدهنظارت

 هدف ما و خروجي شوديمآموزش داده  پس انتشار صورتبه

(γ) ستوني با بعد يک بردار  صورتبهk  شودمينشان داده 

 :[21و  7]است هالايهتعداد  Lتعداد خروجي و  k در آن که

(3) j(θ) = ∑(
1

2
ǁ h

N

i=1

(xi , θ) − γǁ2) + λ ∑ sum(ǁθlǁ2)

L

1

 

  ǁ  ǁ𝟐و  يسازمرتبآيتم  𝛌، هاهيلاتعداد  l ن،آکه در 

 j(θ)تابع يسازنهیکم. هدف دهديمرا نشان نرم دوم 

از روش ، CNN آموزش منظوربه. است  θنسبت به پارامتر

 اخیراا .شوديماستفاده  1اتفاقينزولي  گراديان يسازنهیبه

CNN  مورد يادگیري عمیق متداوليک روش  عنوان به 

در تشخیص  کارايي مناسبيو  است قرارگرفته استفاده

  دارد.بصري در مقیاس بزرگ 

 گذار خودکارکد یهاشبکه -3-2

بودند که در حوزه  ييهامدلاولین  هاشبکهاين 

يادگیري عمیق از يادگیري بدون نظارت استفاده کردند. 

خودکار از سه لايه  کدگذارحالت يک شبکه  ينترساده

𝑎  است. لايه ورودي شدهیلتشک = {𝑎1𝑎2, … . . , 𝑎𝑛} 

ℎ لايه میاني يا پنهانبردار است.  صورتبه =

{ℎ1ℎ2, … . . , ℎ𝑛} و لايه خروجي  دهنديمارائه را  هايژگيو

𝑐 = {𝑐1𝑐2, … . . , 𝑐𝑛}  به اين هستبازسازي لايه ورودي .

انتقال  يژگيوورودي به فضاي معني که در يک مرحله 

و شده  Encodeچند ويژگي ديگر، . به عبارتي شودداده مي

دوباره بتوانیم  هايژگيودر مرحله بعد بايد از اين 

به ها اصطلاحا اين ويژگي و را بازسازي کنیم يمانهاداده

 .[4]شود   Decodeاولیه هايداده

                                                           
1 Stochastic Gradient Descend  

 را تولید کرده هايژگيو  xيا  يوروداز  Encoderدر 

 :[3]مشخص است 4در رابطه که 

(4) ℎ = 𝑠𝑖𝑔𝑚(𝜔1𝑎 + 𝑎𝑏) 

-يمرا بازسازي   x، هايژگيواز  Decoderدر قسمت 

که شبکه آموزش داده شد به  ينا از بعد .((5))شکل  شود

، در هر مرحله یدشدهتولخوبي  هاييژگيواين معني که 

دوباره  هايژگيوو با  گذاريميمرا کنار  Decoderقسمت 

 با استفاده از . به اين صورت کهکنیميمآموزش را شروع 

با استفاده  را آموزشمرحله  ها،و ويژگي ورودي هاي داده

 همچنین در .گردداستفاده  يبندطبقهها براي از برچسب

که  Sparsity اضافي  پارامتر، 2پراکنده کدگذاري مرحله

 Over Completenessبا انحطاط براي حل مسئله 

 . کنیميماست، اضافه  شدهيمعرف

بردار  mاز  يامجموعهبا  هاشبکهاين  يينههزتابع 

 :شودداده ميشان ن( 5) با رابطهورودي 

(5) mina,ϕ   ∑ ǁ xj − ∑ 𝑎i
j

k

i=1

m

j=1

ϕiǁ2
2 + 𝜆 ∑ 𝑠(𝑎i

j

k

i=1

) 

از بوده که  Sparsityيک تابع هزينه  (.)s در اين رابطه

تا مقدار  کندميپارامتر پنالتي استفاده  عنوان به iaپارامتر 

  Sparse Codingاولین المان . فاصله بگیردآن از صفر 

 است تاتلاش ، در شدهيبازسازيک عبارت  عنوانبه

از ورودي يا  مناسبيک نمايش  تا را مجبور کندالگوريتم 

. عبارت دوم نیز شودميداشته باشد، تعريف  xهمان 

ورودي را  تا شدهپراکندگي اضافي تعريف  عنوانبه

 .[21]دهدپراکنده نشان  صورتبه

 
 [3]خودکار  کدگذار يهاشبکهساختار  -5شکل 

                                                           
2 Sparse Coding 
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 سازیپیاده -5

کارائي و دقت ارزيابي دقت و مقايسه  منظوربه
هاي متداول آشکارسازي ساير روش باالگوريتم پیشنهادي 

 استفادهدر مناطق کشاورزي تغییرات از تصاوير فراطیفي 
از  ، لازم است يکسرياست. براي نیل به اين هدف شده
تصاوير فراطیفي صورت گیرد. در  يبر روها پردازشپیش

ها، پردازشرد جزئیات اين پیشي بعدي در موهاقسمت
ها با کارگیري الگوريتم پیشنهادي و مقايسه آننتايج به

 ها بیشتر توضیح داده خواهد شد. ساير روش

 ارزیابی نتایج -6

هايي که در قسمت پردازشپس از انجام پیش
ها اشاره شد، الگوريتم پیشنهادي بر روي سازي به آنپیاده

کارگیري الگوريتم ي شد. پس از بهسازداده موردنظر پیاده
، اولین مرحله انتخاب داده آموزشي و Otsuگذاري حدآستانه

منظور آزمايشي توسط الگوريتم پیشنهادي انجام شد. به
طور شده بهپیکسل انتخاب 6000کاهش روند محاسباتي از 

 2000عنوان داده آموزشي و پیکسل به 4000تصادفي،
عنوان داده آزمايشي براي داده اول انتخاب شد. پیکسل به

پیکسل، تعداد  4000از مجموع همچنین براي داده دوم 
پیکسل هم به  1500پیکسل به داده آموزشي و  2500

عنوان داده آزمايشي بکار گرفته شد. معماري کلي شبکه 
CNN 4 اين پژوهش براي هر دو داده عبارت است از: که در 

لايه کاهش ابعاد، که  2لايه آن کانوولوشني و  2لايه که 
، لايه کاهش ابعاد با سايز 3*3لايه کانوولوشن اول در ابعاد 

، لايه کاهش  6*6، لايه کانوولوشن دومي در ابعاد 2*2
 باشند. پارامترهاي الگوريتم مي 2*2ابعاد در مقیاس 

CNNجوي وبا استفاده از داده آزمايشي و الگوريتم جست
شود. مقادير بهینه پارامترهاي الگوريتم اي بهینه ميشبکه
CNN  شده است.ارائه  (2)در جدول  

 CNNپارامترهاي بهینه  -2جدول 

 مقدار آلفا اندازه قطعه هااپکتعداد  داده

 0.95 5 47 اول
 0.91 5 33 دوم

آنالیز کمي  ازپیشنهادي  منظور بررسي عملکرد روشبه
دهنده نتايج حاصل نشان (6)و کیفي بهره گرفته شد. شکل 

داده فراطیفي با استفاده از از آشکارسازي تغییرات بر روي
هاي متداول آشکارسازي ساير روش روش پیشنهادي و

روش يادگیري نتايج حاصل از  الف(-6)شکل تغییرات است. 

به ترتیب ج( -6و ) ب(-6) ، شکلدهدميرا ارائه عمیق 
شناسايي تغییرات مبتني  روشنتايج حاصل از  دهندهنشان

با وزندهي  متغیرهشناسايي تغییرات چند  شروو  فضا زيربر 
 صورتبهنواحي رودخانه  هاآنکه در  باشندميتکراري 

 شده ييشناساناحیه تغییر توسط الگوريتم  به عنوان اشتباه
مبتني بر الگوريتم يادگیري عمیق روش پیشنهادي . است
به و تغییرات  به عنوان کلاس مناطق تغییر يافته را اکثر

 دهندهنشاناين موضوع  .است کرده ييشناسادرستي 
يادگیري  پیشنهادي مبتني بر روشعملکرد بسیار خوب 

داراي  ،تغییراتصحیح که علاوه بر شناسايي  استعمیق 
 اشتباهات کمتري نیز مي باشد.

  
الف( روش پیشنهادي يادگیري 

 عمیق

مبتني بر ب( شناسايي تغییرات 

 زير فضا

  
ج( تکنیک شناسايي تغییرات 

 تکراريوزندهي  با یرهمتغچند 

 د( تحلیل بردار تغییرات فشرده

 

 

 

  ه( واقعیت زمیني

 بر روي داده اول نتايج حاصل از َآشکارسازي تغییرات -6شکل 
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همچنین نتايج بکارگیري روش پیشنهادي بر روي 

 نمايش داده میشود. (7)داده دوم در شکل 

  
الف( روش پیشنهادي يادگیري 

 عمیق

ب( شناسايي تغییرات مبتني بر 

 زير فضا

  
ج( تکنیک شناسايي تغییرات 

 وزندهي تکراري یره بامتغچند 

 د( تحلیل بردار تغییرات فشرده

 

 

 

  ه( واقعیت زمیني

 نتايج حاصل از َآشکارسازي تغییرات بر روي داده دوم -7شکل 

 
از اي روش پیشنهادي، به منظور ارزيابي مقايسه

 ارائه شده در مقالات شاملي آشکارسازي تغییرات هاروش

)IR1- ي تکراريوزندهیره با متغشناسايي تغییرات چند 

)MAD [23] ،تحلیل بردار تغییرات )CVA2( [24] ،
استفاده شده  [25] 3مبتني بر زيرفضا شناسايي تغییرات

                                                           
1 Iteratively Re-weighted Multivariate Alteration Detection 
2 Change Vector Analysis 
3 Sub-space Based Change Detection 

 (3) جدول ي، دریشنهادپاثبات کارايي روش  به منظور. است
نشان  هاروشاز اين  هرکدام یريکارگبهي از منتايج تحلیل ک

 شدهاستفادهمعیار براي تحلیل دقت  دواز  .داده شده است
روش  از حاصلبدست آمده، نتايج است. با توجه به نتايج 

داراي دقت بالاتري است.  هاروشپیشنهادي نسبت به ساير 
با وزندهي تکراري داراي  یرهمتغروش شناسايي تغییرات چند 

که نسبت به روش شناسايي تغییرات مبتني  %83دقت کلي 

دقت کلي دارد، روش بهتري است.  %77بر زير فضا که 
دقت  %84همچنین روش تحلیل بردار تغییرات فشرده با 

 کهيدرحالروش قبلي عملکرد بهتري دارد.  دولي نسبت به ک
پیشنهادي دقت يادگیري عمیق  هاييتمالگوراستفاده از 

 0.89و شاخص کاپا  %95کلي  دقتبه نقشه تغییرات را
 دهندهنشاني تحلیل بصري و کمي هردورسانده است. 

عملکرد بسیار خوب روش پیشنهادي در مقايسه با ساير 
ین آنالیزهاي کمي براي داده نهمچ. دهديمرا نشان  هاروش

به اين صورت که دوم، روند مشابهي نسبت به داده اول دارد. 

حساسیت کمتري  روش شناسايي تغییرات مبتني بر زيرفضا
همان طور که مشخص به همین دلیل، به منطقه تغییر دارد، 

است. روش تکنیک  به خوبي استخراج نشدهاست، تغییرات 
از آنجايي سايي تغییرات چند متغیره با وزندهي تکراري شنا

که تعدادي از مناطق در اين داده تحت نفوذ آب بوده است، 
است  تشخیص دادهبه اشتباه آنها را مناطق تغییر اين روش 

 که در حقیقت چنین نیست. 
، روش (3) جدولنتايج ارائه شده در با توجه به 

مورد  يهابا ساير روشدر مقايسه  کشف تغییرات پیشنهادي

دقت قابل قبولي را ارائه نموده است. همچنین دقت  ،مقايسه
براي هر دو دي شنهانتايج کمي و کیفي روش پیبالاي 

 برايکارا بودن روش پیشنهادي  مجموعه داده نشان دهنده
هاي طیفي هاي فراطیفي مربوط به مناطق با کلاسداده

 .مختلف است
 هاي متداولپیشنهادي و ديگر روشتحلیل کمي روش  -3جدول 

 داده روش آشکارسازي تغییرات
دقت 

 کلي)%(
شاخص 

 کاپا

 تحلیل بردار تغییرات فشرده
 0.419 84.575 اول

 0.539 88.26 دوم

با  رهیمتغچند  راتییتغشناسايي 

 وزندهي تکراري

 0.304 83.853 اول

 0.498 86.06 دوم

 شناسايي تغییرات مبتني بر زيرفضا
 0.400 77.855 اول

 0.144 63.86 دوم

 روش پیشنهادي
 0.862 95.90 اول

 0.820 94.28 دوم
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که استفاده از  دهديمنشان  هانتايج حاصل از ارزيابي

 توانديميک منبع اطلاعاتي  عنوانبهفراطیفي  يهاداده

نقش مهمي را در شناسايي تغییرات کشاورزي ايفا نمايد. 

، هاکلاسبا توجه به پیچیدگي مناطق کشاورزي و تنوع 

نیاز به يک روش کارآمد که به تغییرات حساس باشد، 

. نتايج بصري حاکي از آن است که بعضي از شوديمديده 

توانايي شناسايي تغییرات کوچک را نداشته و يا به  هاروش

. شناسايي و پايش مناطق هستند حساسق آبي مناط

مديران بوده است که در اين  موردتوجهکشاورزي همیشه 

راستا ارزيابي و به دست آوردن اطلاعات دقیق و بهنگام 

. بنابراين جهت به دست رسديمامري ضروري به نظر 

 يهاروشآوردن اين اطلاعات به ابزارهاي مناسب و 

 . باشديمنیاز  کارآمد

 گیرییجهنت -7

تغییرات با  يآشکارسازدر اين پژوهش يک روش نوين 

يادگیري عمیق بر روي تصاوير  يهاتميالگوراستفاده از 

است. اين روش قادر  شدهارائهفراطیفي  يازدورسنجش

 يهاروش درموجود  يهاچالشاست مشکلات 

ارزيابي  منظوربهتغییرات را به حداقل برساند.  يآشکارساز

دو  دو مجموعه داده فراطیفي از عملکرد روش پیشنهادي

متداول  يهاروشاستفاده گرديده و نتايج آن را با زمانه 

. برپايه ميانمودهفي مقايسه طیآشکارسازي تغییرات فرا

تصاوير  (1)دريافت که  توانيم شده انجاميابي ارز

بري پايش تغییرات کار منظوربهفراطیفي پتانسیل خوبي 

روش پیشنهادي  (2) ،است دارا رادر مناطق کشاورزي 

به  هاروشقادر است تغییرات با دقت بالايي نسبت به ساير 

، باشديم %95دقت کلي آن بالاي  کهيطوربه آورد،دست 

بدون نظارت بوده و نیاز به  کاملااروش پیشنهادي ( 3)

و يا داده آموزشي ندارد. اين  آستانه حد گونهچیهانتخاب 

 يآشکارساز يهاروشکه بسیاري از  است يحالدر 

به عنوان توسعه تغییرات نیاز به اين دو مشخصه دارد. 

سنجي استفاده  توان به امکانالگوريتم پیشنهادي مي

هاي هاي سري زماني راداري و نوري ماهوارهتلفیقي از داده

هاي از ساير شبکه چندطیفي سنتینل و همچنین استفاده

يادگیري عمیق به منظور پايش دقیق تغییرات سطح زير 

  کشت محصولات کشاورزي پرداخته شود.
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