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های زمانی تغییرات محتوای الکترون کلی یونسفر با مدل سازی سری

 فازی سازگار -بکارگیری روش عددی سیستم استنتاج عصبی

 تهران GPSایستگاه دائمی  مطالعه خاص:

 3رزین ، میر رضا غفاری2بهزاد وثوقی، 1رسول فیضی

 دانشگاه صنعتي خواجه نصیرالدين طوسي  - برداريدانشکده مهندسي نقشه - دانشجوي کارشناسي ارشد ژئودزي8
rasoul.feizi72@email.kntu.ac.ir 

 اه صنعتي خواجه نصیرالدين طوسي دانشگ - برداريدانشکده مهندسي نقشه - دانشیار گروه مهندسي ژئودزي2
vosoghi@kntu.ac.ir 

 دانشگاه صنعتي اراک - بردارياستاديار گروه مهندسي عمران و نقشه 9

mr.ghafari@arakut.ac.ir 

 (8931 دي، تاريخ تصويب 8931 تیر)تاريخ دريافت 

 چکیده

ي از رفتار اين لايه از جو يک بینيو پیش سازيو اثر مخرب آن برروي امواج عبوري، مدل يونسفربه دلیل خاصیت پاشندگي لايه 
مورد  يونسفريه لاپارامتري که با استفاده از آن خصوصیات فیزيکي  ژئودزي و مطالعات فضايي است.در ترين موضوعات مورد بحث کاربردي
 هاي زيادي ارائه شدهروش TECسازي پارامتر جهت مدل شود.( نامیده ميTECمقدار محتواي الکترون کلي ) ،گیردقرار مي و بررسي مطالعه

سیستم در اين مقاله از  برخوردار نیستند. يونسفرسازي مدل از دقت کافي برايدر برخي مواقع بوده و زياد  سباتياعملیات مح مندکه نیاز است
يک سیستم استفاده شده است. براي يک روز آينده  TECبیني تغییرات زماني پارامتر جهت پیش( ANFISفازي سازگار )-استنتاج عصبي
  (Takagi–Sugeno) سوگنو-است که براساس سیستم فازي تاکاگي (ANN) شبکه عصبي مصنوعينوعي  فازي سازگار-استنتاج عصبي

مند بهره تواند از امکانات هر دو آنها در يک قابکند، ميرا يکي مي منطق فازيو مفاهیم  هاي عصبيشبکهاز آنجايي که اين سیستم،  باشد.مي
باشد. دارا ميآنگاه است که قابلیت يادگیري براي تقريب زدن توابع غیرخطي را -آن مطابق با مجموعه قوانین فازي اگر سیستم سازگار .گردد

51تهران با موقعیت ) GPSمشاهدات ايستگاه دائمي  در اين مقاله 19 48 ,35 42 00E N    ( در سه ماه )مختلف  از ( آوريل و دسامبر ،مي
 ،ميهاي )( در ماه6و 9، 91بیني براي روزهاي )و پیشمورد استفاده قرار گرفته  ANFIS جهت آموزش شبکه( 2188و2182) هايسال

براي هاي خورشیدي زياد، متوسط و کم را شامل باشد. اي انتخاب شده است تا فعالیت. اين مشاهدات بگونهانجام گرفته است دسامبر و آوريل(
نتايج حاصل جهت ارزيابي . از الگوريتم ژنتیک بهره گرفته شده است طراحي شده ANFIS ن تاخیرهاي زماني بهینه جهت آموزش شبکهتعیی
با  (ANNمصنوعي ) حاصل از شبکه عصبي TEC مقادير باحاصل از اين سیستم  TECمقادير ، سازگار فازي-استنتاج عصبيسیستم از 

 جهاني مرجع مدل حاصل از TEC همچنینو  GPS تعیین موقعیت جهاني حاصل از سیستم TEC ،مارکوآرت-الگوريتم آموزش لونبرگ
بیني پیش TECبراي اختلاف بین مقادير  (RMSE) کمیت جذر خطاي مربعي میانگین میزان .قرار گرفته است مقايسهمورد  IRI 2016 يونسفر
بدست آمده  TECU 8/2و در کمترين حالت  TECU 6/4 حالتدر بیشترين  GPSحاصل از مشاهدات  TECو  ANFIS توسط شبکهشده 

محاسبه  TECU 6/2و  16/2در بیشترين و کمترين حالت بترتیب برابر با  GPSبراي شبکه عصبي مصنوعي در مقايسه با  RMSEاست. مقدار 
تعیین شده است.   TECU 9/4و  1/2بترتیب برابر با  RMSEکمترين مقدار بیشترين و  IRI2016شده است. در مدل مرجع جهاني يونسفر 

 سازي سري زماني يونسفر را دارد. در مدل ANFISدهنده قابلیت بالاي شبکه نتايج حاصل نمايش

 ANFIS، ، شبکه عصبيGPS، منطق فازي، TEC، يونسفر واژگان کلیدی:

                                                           
  نويسنده رابط 
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 مقدمه -1

 8اي و ناوبري جهانيماهوارههاي سیستم مشاهدات

(GNSS ) مانند هر مشاهده ديگري دستخوش خطاهاي

خطاي  مانند خطاهاي مداري، تصادفي و سیستماتیک،

 .باشندميو غیره  يونسفرانکسار  تروپسفر،انکسار  ساعت،

( نیز GPS) 2هاي سیستم تعیین موقعیت جهانيسیگنال

 با استفاده از دو .هستند يونسفرمتاثر از خاصیت الکتريکي 

-فرکانس متفاوت در سیستم تعیین موقعیت جهاني مي

 را مورد بررسي قرار داد. يونسفرتوان خواص فیزيکي لايه 

هاي آزاد لايه توان تعداد الکترونبا کمک دو فرکانس مي

را در ستوني به مساحت ضلع يک متر مربع در  يونسفر

کمیتي که از اين  راستاي گیرنده تا ماهواره بدست آورد.

در  يونسفرشود محتواي الکترون کلي روش محاسبه مي

اين کمیت را  .]8[شود( نامیده ميSTEC) 9راستاي مايل

توان با استفاده از توابع نگاشت به محتواي الکترون مي

درحقیقت نمود. ( تبديل VTEC) 4ائمکلي در راستاي ق

TEC ماهواره تا مابین ها در مسیر مجموع تعداد الکترون

گیرنده در يک سطح مقطع به اندازه يک متر مربع  است 

توان از اين کمیت را ميباشد. مي TECUکه واحد آن 

هاي فاز و کد بدست آمده از سیستم گیريروي اندازه

جهت تعیین موقعیت  آورد.تعیین موقعیت جهاني بدست 

از  يونسفربايستي اثر لايه مي هاي تک فرکانسه،با گیرنده

اين مرحله  هاي عبوري از آن برداشته شود.روي سیگنال

 معروف است. 2يونسفرسازي تعیین موقعیت به مدل در

يابي و يا هاي بسیار زيادي جهت درونتاکنون تلاش

در  TECکمیت و  يونسفريابي چگالي الکتروني برون

مناطقي که مشاهده کافي و يا مناسب موجود نیست، 

هاي توان به روشصورت گرفته است. بطور مثال مي

، 1هاي کروي، هارمونیک1ايچندجمله، 6کريجینگ

 موجک و  اسلپین، ،3يابي به کمک توابع اسپیلايندرون

. از ]1، 6، 2، 4، 9، 2[اشاره نمود شبکه عصبي مصنوعي 

اي و سازي منطقهها به کرات جهت تهیه و مدلاين روش

                                                           
1 Global Navigation Satellite Systems 
2 Global Positioning system 

3 Slant Total Electron Content 

4 Vertical Electron Content 
5 Ionosphere modeling  

6 Kriging  

7 Polynomial  
8 Spherical Harmonics 

9 Spline Functions 

و چگالي الکتروني استفاده شده است.  TECجهاني مقدار 

توسط محققان و با  TECبیني کمیت سازي و پیشمدل

از جمله  .هاي مختلف مورد مطالعه قرار گرفته استروش

، Autocovarianceتوابع هاي توان به روشها مياين روش

egressionroAut همچنین و ARMA81 1[ اشاره کرد[. 

در  هاي خطي کاربرد دارند.ها اغلب براي مدلين روشا

غیرخطي بصورت  يونسفر TEC رفتار پارامترحالي که 

ي با استفاده از يونسفربیني هاي پیشهمچنین مدل است.

که جهت  اندتوسعه يافته  88مصنوعي هاي عصبيشبکه

هاي ورودي بسیار زيادي سازي و آموزش نیازمند دادهمدل

 .]3[ هستند

 نظريهاولین بار در پي تنظیم  82منطق فازي

صحنه  در زادهپروفسور لطفيبه وسیله  فازي هايمجموعه

به معناي غیردقیق،  fuzzy واژهشد.  ظاهر نو محاسبات

منطق فازي بیش از . ]81[ ناواضح و مبهم )شناور( است

ها به بیرون راه از درگاه دانشگاه 8362بیست سال پس از 

نیافت زيرا کمتر کسي معناي آنرا درک کرده بود. در اواسط 

میلادي قرن گذشته صنعتگران ژاپني معنا و ارزش  11دهه 

صنعتي اين علم را دريافته و منطق فازي را به کار گرفتند. 

قطار و کنترل تمام خودکار  اولین پروژه آنها طرح هدايت

 هیتاچيبود که توسط شرکت  سندايشهر  زيرزمیني

 گیرچشم و موفق طرح اينريزي و ساخته شد. نتیجه برنامه

شود: آغاز حرکت ساده اينگونه خلاصه مي طور به هاژاپني

گرفتن اي( قطار، شتاباي ضربههنامحسوس )تکان

نامحسوس، ترمز و ايستادن نامحسوس و صرفه جويي در 

مصرف برق. از اين پس منطق فازي بسیار سريع در 

ها راه يافت هاي صوتي و تصويري ژاپنيتکنولوژي دستگاه

)از جمله نلرزيدن تصوير فیلم ديجیتال ضمن لرزيدن دست 

 8331، يعني در اواسط دهه ها بسیار ديربردار(. اروپاييفیلم

هاي علمي در رابطه با میلادي، پس از خوابیدن موج بحث

 .آغاز کردند را آن از صنعتياستفاده  ،منطق فازي

مطالعات گسترده در اين مورد نشان داد که 

پیچیده با و  هاي غیرخطيهاي فازي براي سیستمسیستم

فازي پاسخ آنگاه  –اگر يا قوانین  89استفاده از طراحي رول

 -تکنیک استنتاج فازي تاکاگي د.ندهميارائه بهتري 

                                                           
10 Auto Regressive Multiple 

11 Artificial neural networks 
12 fuzzy logic 

13 Rule 
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 توسط يونسفربراي محاسبه تاخیرهاي زماني  8سوگنو

مورد استفاده قرار  (2111)آکیلماز و ارسلان در سال 

 2سازگار عصبي-فازياستنتاج آنها يک سیستم  گرفت.

(ANFIS) بیني براي پیشTEC  ارائه نمودند که از

یري تطبیقي براي بهینه کردن پارامترهاي الگوريتم يادگ

با اين حال ساختار مناسب  .]88[ کردفازي استفاده مي

سازي يک فاکتور مهم براي انتخاب متغیرها و روش بهینه

و رتنام  هاي فازي است.ها و مجموعهکاهش تعداد رول

با استفاده از الگوريتم  (2181)در سال  همکارانش

را  TEC سري زماني تغییرات 9کاهش شیبسازي بهینه

 ،کاهش شیبدر الگوريتم  .]82[ مورد مطالعه قرار دادند

شود و همچنین مي انتخابضريب يادگیري توسط کاربر 

که اينها  اين الگوريتم سرعت انجام محاسبات پايیني دارد

ياکوبو و همکاران  باشد.مي الگوريتم مذکوراز نقاط ضعف 

 را فازي سازگار-عصبي ( سیستم استنتاج2181در سال )

در کشور چین مورد  VTECبیني مکاني مقدار براي پیش

در اين مقاله از سیستم استنتاج  .]89[ استفاده قرار دادند

 VTECبیني سري زماني فازي سازگار در پیش-عصبي

در  براي يک روز آينده مورد استفاده قرار گرفته است.

عد مناسب تعداد قواهاي فازي، انتخاب طراحي سیستم

اب تعداد زياد قواعد باعث چرا که انتخبسیار مهم است، 

تر شدن سیستم فازي شده که ممکن است براي پیچیده

مسئله ضروري نباشد و از طرفي انتخاب تعداد قواعد کم 

و هدف  ممکن است سیستم فازي ضعیفي را بوجود بیاورد

  مورد نظر را تامین نکند.

استنتاج  سیستم هدف اصلي اين مقاله طراحي يک

تعداد قواعد را براساس است که  سازگار فازي-عصبي

ايده اساسي اين . کندهاي ورودي و خروجي تعیین زوج

هاي هاي ورودي و خروجي در خوشهبندي زوجروش گروه

. باشدمختلف و استفاده از يک قاعده براي هر خوشه مي

سازي سپس از اين سیستم فازي طراحي شده جهت مدل

 GPSدر ايستگاه  TECبیني سري زماني تغییرات یشو پ

مشاهدات مورد استفاده در اين شود. ن استفاده مياتهر

( از دسامبر( و )آوريل(، )ميهاي )مقاله مربوط به ماه

( ميباشند. مشاهدات ماه )( مي2188 و 2182)هاي سال

( آوريلهاي خورشیدي بالا، ماه )مربوط به بازه فعالیت

                                                           
1 Takagi-Sugeno fuzzy inference 
2 Adaptive Neuro Fuzzy Inference System 

3 Gradient descends 

هاي خورشیدي متوسط و مشاهدات بازه فعالیتمربوط به 

هاي خورشیدي کم ( مربوط به بازه فعالیتدسامبرماه )

   هستند.

، نتايج ارائه شدهجهت بررسي دقت و صحت مدل 

مدل شبکه عصبي حاصل از حاصل از اين مقاله با نتايج 

مقادير  ،مارکوآرت-با الگوريتم آموزش لونبرگ مصنوعي

TEC 4يونسفريجهاني مدل مرجع از  به دست آمده IRI 

مورد ارزيابي  GPS هاي حاصل از مشاهدات TECو  2016

  .استقرار گرفته 

 (FISسیستم استنتاج فازی) -2

گیري بر روي قواعد مراحل استدلال )عملیات نتیجه

آنگاه فازي( با استفاده از يک سیستم استنتاج فازي -اگر

 FIS( يک نمونه از ساختار 8) شکل شود. درانجام مي

 نمايش داده شده است. 

 
  در حالت کلي FISساختار يک شبکه  -8شکل 

 شود:براساس پنج بخش اصلي زير تعريف مي FISيک 

 "آنگاه-اگر"پايگاه قواعد: شامل تعدادي از قواعد فازي  -8

 باشد.مي

هاي فازي که در پايگاه داده: توابع عضويت مجموعه -2

اند در اين بخش فازي مورد استفاده قرار گرفتهقواعد 

 شود.تعريف مي

گیري: اين بخش عملیات استنتاج را بر بخش تصمیم -9

 کند.روي قواعد فازي اعمال مي

هايي که : در اين بخش ورودي2سازيبخش فازي -4

شوند که با هستند به درجاتي تبديل مي 6کريسپ

 باشند.مقادير زباني منطبق مي

                                                           
4 International Reference Ionosphere 
5 Fuzzation 

6 Crisp 
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: نتايج فازي به نتايج کريسپ 8سازيش نافازيبخ -2

 شود.غیرفازي تبديل مي

استنتاجي مختلفي براي انجام  هايسیستم

که پرکاربردترين آنها  گیري فازي ارائه شده استتصمیم

باشد. در اين يم 2سوگنو-آنگاه فازي تاکاگي-قواعد اگر

سیستم خروجي هر قاعده يک ترکیب خطي از متغیرهاي 

شوند و باشد که با يک مقدار ثابتي جمع ميورودي مي

دار خروجي تمام قواعد خروجي نهايي، میانگین وزن

 . ]84[ باشدمي

 (ANNsهای عصبی مصنوعی )شبکه -3

تر هاي عصبي مصنوعي يا به زبان سادهشبکه

هاي محاسباتي نويني ها و روشهاي عصبي، سیستمشبکه

و در انتها اعمال  نمايش دانش، يادگیري ماشینيبراي 

هاي بیني پاسخدانش به دست آمده در جهت بیش

اند. ايده اصلي اين گونه هاي پیچیدهسامانهخروجي از 

، سیستم عصبي زيستيگرفته از شیوه کارکرد ها الهامشبکه

به منظور يادگیري و ايجاد  اطلاعاتو  هاپردازش دادهبراي 

قرار دارد. عنصر کلیدي اين ايده، ايجاد ساختارهايي  دانش

د براي سامانه پردازش اطلاعات است. اين سیستم از جدي

پیوسته با نام شمار زيادي عناصر پردازشي فوق العاده بهم

تشکیل شده که براي حل يک مسأله با هم  9نورون

)ارتباطات  هاسیناپسکنند و توسط مي هماهنگ عمل

ا وزن ي کنند.الکترومغناطیسي( اطلاعات را منتقل مي

ها در يک شبکه تعیین کننده میزان ارتباط بین نورون

باشد. ساختار هر شبکه هاي عصبي ميتمايز مابین شبکه

تشکیل  6و خروجي 2، پنهان4عصبي از سه لايه ورودي

يافته است. براساس ماهیت مساله مورد نظر، شبکه عصبي 

هاي پنهان بیشتري تشکیل شود تواند از تعداد لايهمي

هاي ها داراي تعداد نورونکدام از اين لايه. هر ]82[

متفاوتي هستند. يک نورون يا يک سلول عصبي در واقع 

ورودي و يک خروجي است که رابطه  nيک تابع با 

 خروجي نورون بفرم زير خواهد بود:-ورودي

                                                           
1 De-Fuzzation 
2 Takagi-Sugeno 
3 Neuron 
4 Input  
5 Hidden  

6 Output  

(8)  













 



n

j

jj wxwhy
1

0 

بیانگر  jwدهنده تابع فعالیت،نشان h( 81در رابطه )

دهنده بردار ورودي و نشان jxوزن هر نورون، 
0w هاي وزن

هاي آموزشي يک دهند. معمولاً الگوريتماولیه شبکه را نشان مي

رو است از اين  شبکه عصبي به مشتق توابع فعالیت نیاز دارند،

 شود:پذير استفاده ميکه معمولاً از توابع مشتق

(2) 
 

 
 
























 n

j
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wxwx
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e
axh
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a
xh

1

0

1

1
1 

 های عصبی مصنوعیآموزش شبکه -3-1

تنها  نتايج مطلوب به يابيهاي عصبي دستدر شبکه

با مشاهدات  هاداده غني منبع که است بوده ممکن زماني

اندک براي  هايداده با که زماني و باشد اختیار در فراوان

اين  که نداشته کارايي بالايي ايم،بوده مواجه شبکه آموزش

را  عصبي )پرسپترون و موجک( شبکه کاربردهاي نقص،

هاي عصبي، شبکه آموزش کند. هدف ازمحدود مي بشدت

که خطاي  است نحوي به هاباياس و هاوزن اندازة يافتن

آموزش برساند. لذا  ممکن به حداقل را آموزش هايداده

مسألة  بردارندة يک در توانمي را عصبي هايشبکه

ضرايب  سازيآن بهینه از هدف دانست که 1سازيبهینه

 آموزش به حداقل خطاي يابيدست جهت هاباياس و وزني

 باشد. مي

 8مارکوآرت-آموزش بروش لونبرگ -3-2

مارکوآرت تعمیمي از الگوريتم گوس –الگوريتم لونبرگ

سازي مرتبه براي افزايش سرعت همگرايي بهینهنیوتون بوده که 

است و وقتي  بدون محاسبه ماتريس هسین 3دوم توابع هزينه

بزرگ باشد اين الگوريتم به روش گراديان  ضريب 

 شود.نزولي بسیار نزديک مي

روند الگوريتم بدين صورت است که در الگوريتم مقدار 

 کند. اگر در يک گام آموزشي را کوچک انتخاب مي

 vمقدار تابع هزينه کاهش نیابد، اين ضريب در يک پارامتر 

                                                           
7 Optimization 
8 Levenberg-Marquardt 

9 Cost funcation  
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شود. اين عمل تا ضرب شده و مجدداً گام آموزشي تکرار مي

زماني که تابع هزينه کاهش يابد ادامه پیدا خواهد کرد. بدين 

الگوريتم مانند گراديان نزولي عمل  vترتیب با رشد ضريب 

توان کند. اگر میزان کاهش تابع هزينه بسیار کم باشد ميمي

مجدداً گام آموزشي را اجرا کرد تا  vبر  با تقسیم کردن 

سرعت کاهش تابع هزينه افزايش پیدا کند. با اين تغییر 

روش آموزش شود.ريتم به روش گوس نیوتون نزديک ميالگو

مورد استفاده در اين مقاله براي شبکه عصبي مصنوعي 

 باشد. مارکوآرت مي-الگوريتم لونبرگ

 فازی سازگار-سیستم استنتاج عصبی -4

(ANFIS) 

منطق فازي اين توانايي را دارد که اطلاعات کیفي 

کند. با اين حال انساني را به اطلاعات کمي تحلیلي تبديل 

 8اين روش زمان زيادي را براي تعديل کردن توابع عضويت

کند. بر خلاف منطق فازي، هاي فازي صرف ميمجموعه

توانايي زيادي در آموزش شبکه دارد و  ANNالگوريتم 

تواند در زمان کمتري با محیط مسئله مورد نظر مي

براي تعديل  ANNتوان از منطبق شود. بنابراين مي

هاي فازي استفاده کرد تا وماتیک توابع عضويت مجموعهات

 .]86[ میزان خطا در تعیین قوانین منطق فازي کاهش يابد

باشد که از يک شبکه تطبیق يافته مي ANFISساختار 

کند که روش نظارت شده در آموزش الگوريتم استفاده مي

سوگنو دارد. -تابعي شبیه به سیستم استنتاج فازي تاکاگي

سوگنو و -( مکانیسم استنتاج فازي تاکاگي2در شکل )

 .]81[ نشان داده شده است ANFISساختار شبکه 

 
 سمیمکان و سوگنو-يتاکاگ آنگاه-اگر يازف استنتاج ستمیس -2شکل

 ANFIS ساختار(ب. يفاز منطق

                                                           
1 Membership functions 

از  مورد بررسي FISکه  شودمي کار فرض سادگي براي

همچنین  و شده تشکیل fخروجي  و يکx و  yورودي  دو

است. قوانین  آنگاه- قانون اگر دو شامل در آن قانون پايگاه

 از: اند عبارت سیستم اين در موجود

(9) 
1111

11 ,

rqpfThen

ByANDAxIF



 

(4) 
2222

22 ,

rqpfThen

ByANDAxIF



 

و  x ،1Bتوابع عضويت براي ورودي  2Aو  1Aکه در آن 

2B  توابع عضويت براي وروديy  1و در نهايتp ،1q ،1r ،2p ،

2q ،2r  پارامترهاي تابع خروجي هستند. همانند

تشکیل  بخش دو از نیز ANFISساختار  فازي، هايسیستم

تالي )استنتاج  دوم و بخش مقدم نخست بخشاست.  شده

قواعد  توسط بخش اين دو که شودمي نامیده نتیجه( -

 .شوندمتصل مي يکديگر به شبکه يک فرم در فازي

هاي اول و چهارم شامل نقاط ( لايه2با توجه به شکل )

باشند به طوري که در طي فرآيند آموزش قابل تطبیقي مي

باشند. شامل نقاط ثابت مي هاو ساير لايه بودهتغییر 

 توان به صورت زير تعريف کرد:هاي موجود را ميلايه

: نقاط موجود در اين لايه به پارامترهاي يک لايه اول

يابند. خروجي هر نقطه، يک مقدار درجه تابع تطبیق مي

هاي توابع عضويت داده باشد که توسط وروديعضويت مي

توانند توابع ويت مياند. به عنوان مثال توابع عضشده

اي رابطه (، تابع عضويت زنگوله2عضويت گوسي رابطه )

  توانند باشند:يگر توابع عضويت مييا د ( و6)
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درجات توابع عضويت براي  𝜇𝐵𝑖_2 و 𝜇𝐴𝑖در اين روابط 

iii) پارامترهاي  باشند ومي 𝐵𝑖و  𝐴𝑖هاي مجموعه cba ,,) 

توانند شکل تابع عضويت را باشند که ميتابع عضويت مي

تغییر دهند. پارامترهاي موجود در اين لايه پارامترهاي 

 شوند.فرض در نظر گرفته مي

تمام نقاط موجود در اين لايه نقاط ثابت  :لايه دوم

هاي ورودي باشند. گره خروجي، نتیجه ضرب سیگنالمي

شود. باشد و اين خروجي توسط گره بعدي دريافت ميمي

و يا ضرب  andمانند عملگر  T-normدر لايه دوم عملگر 

 شود:براي به دست آوردن خروجي استفاده مي

(1)     2,1,2  ixxwo BiAiii  

ها در اين لايه تمام گره ،: همانند لايه دوملايه سوم

باشند. اين لايه نقش نرمال کننده را دارد و وزن ثابت مي

 :شودتقسیم مي هاهاي گرههر گره بر مجموع وزن

(3) 


j

j

i

ii
w

w
wo3 

: تمام نقاط موجود در اين لايه گرهي لايه چهارم

 باشند: تطبیقي براي يک خروجي با تابع گره زير مي

(81)   frxqxpfwo iiiii 4
 

اين لايه يک گره  : تک نقطه موجود درلايه پنجم

باشد. در اين لايه نتیجه کلي با غیرتطبیقي و ثابت مي

هاي قبل هاي ورودي از لايهجمع کردن همه سیگنال

شود. دايره مربوط به اين لايه با علامت محاسبه مي

 گذاري شده است.برچسب  مجموع

(88) 



 

i

i

i

i

i

iii
w

fw

fwo5 

 1آموزش هیبرید الگوریتم -4-1

هاي اول و معرفي شده، لايه ANFISدر ساختار شبکه 

توانند در طول چهارم شامل پارامترهايي هستند که مي

مدت زمان الگوريتم تعديل شوند. لايه اول شامل 

                                                           
1 Hybrid Learning Algorithm 

باشند در حالي که لايه چهارم شامل پارامترهاي فرض مي

باشند. براي به روز کردن و پارامترهاي خطي نتیجه مي

يند آموزش با آرسازگار کردن اين پارامترها نیاز به ف

هاي آموزشي و الگوريتم گراديان نزولي استفاده از داده

دهد تا باشد که هر دو گروه از پارامترها را آموزش ميمي

در نهايت با محیط مسئله سازگار شوند. براي آموزش 

ارائه  Jang شبکه از يک نوع آموزش ترکیبي که توسط 

از اين  . علت استفاده]81[ شودشده است استفاده مي

هاي بازگشتي که الگوريتم به اين دلیل است که الگوريتم

هاي عصبي براي آموزش پارامترهاي موجود در شبکه

شود، داراي مشکلاتي بوده و مصنوعي استفاده مي

باشند و احتمال داراي نرخ همگرايي پايین مي مخصوصاً

 باشد. ها بالا ميمحلي در اين روش هايکمینهافتادن در 

هاي مسیر از دو بخش به نام هیبريدوريتم آموزش الگ

اند. در مرحله مسیر تشکیل شده 9و مسیر برگشت 2رفت

)لايه اول( بايد ثابت در نظر  رفت، پارامترهاي فرض مسئله

ترين مربعات گرفته شوند. يک روش برآورد کننده کم

براي بهتر کردن پارامترهاي نتیجه   4(RLSE) بازگشتي

 گیرد. از آنجاچهارم مورد استفاده قرار ميموجود درلايه 

باشند، روش خطي مي ،که پارامترهاي تالي يا نتیجه

RLSE تواند براي سرعت بخشیدن به نرخ همگرايي در مي

يند آموزش ترکیبي مورد استفاده قرار گیرند. در ادامه آفر

يند، بعد از به دست آوردن پارامترهاي بخش تالي، آفر

ه ورودي شبکه تطبیقي بازگشت داده هاي ورودي بداده

شوند و خروجي تولید شده با خروجي حقیقي مورد مي

 گیرند.مقايسه قرار مي

در مرحله اجراي مسیر برگشت، پارامترهاي تالي بايد 

به صورت ثابت در نظر گرفته شوند. خطاي به دست آمده 

از مقايسه بین خروجي حاصل شده با خروجي حقیقي بر 

گردد. به طور هم زمان پارامترهاي پخش مي روي لايه اول

فرض يا مقدمه در لايه اول با استفاده از گراديان نزولي يا 

شوند. با استفاده از آموزش انتشار بازگشتي به روز مي

کند، و گراديان ترکیبي را ترکیب مي RLSEترکیبي که 

توان مطمئن بود که نرخ همگرايي سرعت بالايي دارد مي

تواند ابعاد فضاي جستجو را در روش ن روش ميزيرا که اي

                                                           
2 Forward Path 
3 Backward Path 
4 Recursive Least Square Estimator 
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کاهش دهد. هر مرحله از آموزش  8اصلي پس انتشاري

در اين مقاله از اين .شودترکیبي يک اپوک نامیده مي

 استفاده شده است. ANFISجهت آموزش شبکه  الگوريتم

های ا استفاده از گیرندهب TECمحاسبه  -5

 دو فرکانسه

عاري از ترکیب خطي از  ،STECبراي بدست آوردن 

خطاي ساعت و  شود.استفاده مي GPSمشاهدات  2هندسه

تاخیر تروپسفري مستقل از فرکانس بوده و به کمک اين 

ترکیب خطي عاري از  ترکیب خطي حذف خواهند شد.

 .]81[ ( نوشت82) و (82توان به صورت روابط )هندسه را مي

(82) 
   

4, 1, 2, 1, 2,

1 2 1, 2,

m m m m m

u u u ion u ion u

m m

P P P u P u P

P P P d d

c c    

   

    
 

(89) 
2 2

2 1

1, 2, 2 2

1 2

40.3
m m

ion u ion u

f f
d d STEC

f f


 

 
 
 

 

(84) 
2 2

2 1

4, 2 2

1 2

40.3
m

u P

p p

s r

f f
P STEC b b

f f





 
   

 
 

(82) 
   

4, 1, 2, 2, 1, 1 1

2 2 1 2 1, 2,

m m m m m

u u u ion u ion u

m m

L L L u L u L

d d N

N c T T c T T



 

      

     
 

(86) 

2 2

2 1

4, 1 12 2

1 2

2 2

40.3
m

u

L

p p

s r

f f
STEC N

f f

N B B



 


 

 

 
   

 

 

 

انديس  m انديس مربوط به گیرنده و uاين روابطدر 

 مربوط به ماهواره،
1iond و

2iond  تاخیر يونسفري بر روي

2L  ،و  1Lهاي فرکانس 1 , 2 ,P u P u

p

rb c    و

 1 2

m m

P P

p

sb c    و  9ندهرداخل فرکانسي گیتباياس

،ماهواره براي مشاهدات شبه فاصله کد

 1, 2,L u L urB c T T


  و 1 2

m m

L LsB c T T


  به

گیرنده و ماهواره براي ترتیب باياس تداخل فرکانسي 

، موج حامل مشاهدات فاز
1
 و

2
 ،طول موج

1
Nو

2
N 

                                                           
1 Back propagation 

2 Geometry free 
3 Receiver inter frequency bias 

 ابهام فاز،
P
و

L
  به ترتیب ترکیب نويز مشاهدات و اثر

چند مسیري روي مشاهدات کد و ترکیب نويز مشاهدات و 

با در نظر  باشند.اثر چند مسیري روي مشاهدات فاز مي

 ( خواهیم داشت:81) گرفتن رابطه

(81) 

2 2

2 1

2 2

1 2

1 1 2 2

40.3

arc

f f

f f

N N
N



 

 




  
  
  

  


 

(81) 4

4
P

P P

P r s

P
STEC STEC B B 


     

(83) 4

4
arc r sSTEC STEC N B B 




 




      

هاي فاز موج گیريحاصل از اندازه STECمشاهدات 

حاصل از مشاهدات کد  STECتر از مشاهدات حامل دقیق

حاصل از مشاهدات  STECمشکل اصلي مشاهدات  باشند.مي

هاي فاز موج گیريفاز در وجود دو مقدار ابهام فاز در اندازه

جهت بهره مندي از مزيت دقت بالاي  باشد.حامل مي

هاي فاز موج حامل و گیريحاصل از اندازه STECمشاهدات 

حاصل از  STECدر مشاهدات نیز مزيت عدم وجود ابهام فاز 

مشاهدات حاصل از دو مجموعه توان مي هاي کد،گیرياندازه

 با همديگر ترکیب نمود STECمقدار  4سازيرا جهت نرم

حاصل از مشاهدات فاز در  STECب مقادير در اين تقري .]83[

 STECتوسط مقادير میانگین مشاهدات  2هاي پیوستهکمان

مقادير میانگین  شوند.هاي کد تعديل ميگیريحاصل از اندازه

 شود:براي هر کمان پیوسته بصورت زير محاسبه مي

(21) 
 

1

1

P

N

P i

i

STEC STEC

STEC STEC
N







 


 

هاي گیريدهنده تعداد اندازهنشانN، (21) در رابطه

بنابراين مقدار  باشد.پیوسته براي کمان مورد نظر مي

STEC شود:( حاصل مي28) شده بصورت رابطه نرم 

(28) 
4

smoothed P

P P

u m P

STEC STEC STEC STEC

STEC B B 

 
  

   
 

                                                           
4 Smoothing 
5 Continues arc 
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جهت بدست آوردن مقدار محتواي الکترون کلي قائم 

  .استفاده خواهیم کرد (29رابطه )از تابع نگاشت 

(22) 
smoothed

STECVTEC M  

(29) 
 

1 2
2

cos
1

R ele

R h
M



  
  

   

 

زاويه ارتفاعي  ele، تابع نگاشت M ،(92در رابطه )

ي يونسفرارتفاع لايه  hو  زمینکره شعاع  R، ماهواره

 .]83[ باشدمي

 IONOLABافزار از نرم حاصل VTECدر اين مقاله 

TEC8،به عنوان  به صورت سري زماني ايستگاه تهران

هاي مختلف مورد استفاده هاي آموزش شبکه در زمانداده

 .]22،28،21[قرار گرفته است 

 نتایج عددی و آنالیزها -6

تهران در دائمي  GPSايستگاه  TECمشاهدات 

( براي آنالیز روش پیشنهادي 35.70N , 51.33E) موقعیت

( موقعیت ايستگاه 9شکل) مورد استفاده قرار گرفته است.

  دهد.مورد مطالعه را نمايش مي

 
هاي ها موقعیت ايستگاهتهران )ستاره GPSموقعیت ايستگاه  -9شکل

 (مربوط به شبکه ژئودينامیک ايران و دايره قرمز رنگ ايستگاه مورد مطالعه

نرم افزار  از طريقايستگاه تهران  TECسري زماني 

IONOLABTEC  ، 24در هر پروفیل بدين صورت که 

 211براي يک روز ، دقیقه 2برداري و با نرخ نمونه  ساعته

                                                           
1 http://www.ionolab.org/ 

به دست آمده  TECمقدار  1641داده و براي يک ماه 

هاي مورد مطالعه بر اساس ضريب است که انتخاب ماه

چگونگي  است. صورت گرفتههاي خورشیدي فعالیت

May  (Kp) 2هاي خورشیديتغییرات شاخص فعالیت

شرايط بعنوان  Kp index ،1/9با میانگین ضريب  2015

با میانگین  April 2015 ،هاي خورشیديآرام فعالیتنا

هاي بعنوان شرايط متوسط فعالیت Kp index  ،3/2ضريب 

،  Kp indexبا میانگین  December 2011خورشیدي و 

هاي خورشیدي که به بعنوان شرايط آرام فعالیت 3/8

 اند،نمايش داده شده (6( و )2(، )4اشکال )ترتیب در 

 در نظر گرفته شده است.جهت انجام آنالیرها 
 

 
 2182 سال ميماه براي  Kp indexضريب  -4شکل

 
 2182 سال آوريلماه براي  Kp indexضريب  -2شکل

 
  2188سال  دسامبربراي ماه  Kp indexضريب  -6شکل

                                                           
2 https://www.spaceweatherlive.com/en/archive 
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 سري زماني  nttVTECX ,...,3,2,1,   که

 tVTEC در زمانمحتواي الکترون کلي ، مقدار t و n 

در اين مطالعه از  هاي سري زماني است.تعداد کل داده

جهت آموزش و آزمون استفاده  روز 91هاي مربوط به داده

 24هاي )داده هادرصد داده 11 که ايشده است بگونه

 روز( 6هاي )داده هاداده درصد 21بعنوان آموزش و  روز(

آموزش  جهت آزمون نتايج استفاده شده است.براي 

 8تاخیرهاي زمانيسازگار  فازي-عصبيسیستم استنتاج 

براي شبکه  .اندمعرفي شدهشبکه ه عنوان ورودي هینه بب

( و يک خروجي در نظر 24) چهار ورودي طبق رابطه

 :گرفته شده است

(24) 
        

 

 

288 , 1615 , 1290 , 672

arg

288

r t r t r t r t Inputs

r t T ets

r t Outputs

    



 

 

بیني براي ها را تا قبل از روز پیشپس از اينکه داده

قادر خواهد بود مقدار  ANFISشبکه معرفي کرديم، شبکه 

TEC افق بیني کند، در واقع را براي يک روز آينده پیش

 باشد.بیني مورد نظر در اين مقاله يک روز ميپیش

 همچنین با استفاده از شبکه عصبي TECبیني پیش

مارکوآرت نیز براي -با الگوريتم آموزش لونبرگ مصنوعي

تا بتوان مقايسه علمي  هاي موجود صورت گرفته استداده

درستي در مورد دقت و صحت نتايج حال از شبکه 

ANFIS  .ساختار شبکه مورد استفاده براي ارائه داد

ANFIS (بیان شده است.8در جدول ) 

 ANFISپارامتر هاي مختلف و مقادير مورد استفاده جهت آموزش  -8جدول

ANFIS Parameter type                                 Value 
MF Type                                                     Gauss 
Number of MFs                                            12 
Number of Rules                                           3 
Number of Iterations                                     100 
Output function                                          Linear 
Optimization Method                                Hybrid 
Classification              “ genfis 2” matlab routine 
Radius of influence                                         0.6 

با استفاده از  TECبینی نتایج پیش -6-1

ANFIS مصنوعی و شبکه عصبی 

براي روزهاي ششم آوريل  TECبیني در اين مقاله پیش

که مربوط   2188و سي ام دسامبر  2182 مي، سوم 2182

                                                           
1 Delays 

فعالیت خورشیدي  به ماه هاي با فعالیت خورشیدي زياد،

نتايج  متوسط و فعالیت خورشیدي کم انجام شده است.

هايي با فعالیت کم و دهنده اين است که در ماهحاصل نشان

را شاهد  TECفعالیت متوسط يک تقريب مناسبي از 

فعالیت خورشیدي شديد مربوط به هايي که هستیم ولي ماه

را تحت تاثیر قرار داده و از کارايي TECمقدار باشند مي

مقدار جذر خطاي مربعي میانگین  .کاهدشبکه مي

(RMSE2) بیني شده توسط شبکهپیش بین مقادير 

ANFIS گیري شده اندازهمقادير با  مصنوعي عصبي و شبکه

مدل حاصل از  TEC همچنین و GPSسیستم  شاهداتم از

محاسبه گرديده و معیار  IRI 2016يونسفري  جهانيمرجع 

  بیني قرار گرفته است.پیشارزيابي دقت 

بیني پیشهاي نموداربه ترتیب  (3( و )1، )(1) لاشکا

و  2182 ميسوم  ، 2188دسامبر ماه ام سيروز مربوط به 

 هادر اين نمودار .دهدرا نمايش مي 2182ششم آوريل 

بیني ، پیشقرمز با رنگ ANFISشبکه بیني حاصل از پیش

 TECو  سبز رنگبا  مصنوعي حاصل از شبکه عصبي

رنگ نارنجي با  GPS مشاهداتاستفاده از محاسبه شده با 

خاکستري رنگ  با IRIحاصل از مدل  TECهمچنین و 

  نمايش داده شده است.

 

 
با محاسبه شده مقايسه مقدار محتواي الکترون کلي قائم  -1شکل

 IRIومدل  GPS مشاهداتو  مصنوعي شبکه عصبي ،ANFISشبکه 

 2188ماه دسامبر  91براي روز 

                                                           
2 Root Mean Square Error 
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شده با  محاسبهمقايسه مقدار محتواي الکترون کلي قائم  -1شکل

 9براي روز  GPS مشاهداتمصنوعي و  شبکه عصبي ، ANFISشبکه 

 2182 ميماه 

 
شده با شبکه  محاسبهمقايسه مقدار محتواي الکترون کلي قائم  -3شکل

ANFIS ،  مشاهداتشبکه عصبي مصنوعي و GPS  آوريلماه  6براي روز 

2182 

بین محاسبه شده  RMSE مقدار (81)شکل همچنین 

TEC شبکه  بیني شده توسطپیشANFIS ، عصبيشبکه 

را براي  IRI 2016مدل  بدست آمده از TEC و مصنوعي

 شکل، در اين دهد.نمايش ميسه بازه زماني مورد مطالعه، 

، نمودار نارنجي ANFISنمودار آبي رنگ مربوط به شبکه 

مربوط به شبکه عصبي  RMSEو  IRIرنگ مربوط به مدل 

 مصنوعي با نمودار خاکستري رنگ نمايش داده شده است.

 
محاسبه شده مابین مقدار محتواي  (RMSEمقايسه ) -81شکل

محاسبه  TECبا مقادير  آزمونهاي آموزش و الکترون کلي قائم داده

 هاي خورشیدي متفاوتفعالیت باهاي در ماه GPSشده از مشاهدات 

محاسبه  RMSEبا مقايسه و ( 81با توجه به شکل )

، ANFISشبکه  شده توسطبیني پیششده بین مقادير 

با  IRI 2016جهاني مرجع شبکه عصبي مصنوعي و مدل 

، GPSهاي مشاهدات سیستم گیريمقادير حاصل از اندازه

بیني از نظر دقت پیش، ANFISبرآورد حاصل از روش 

 متوسط و آرام، دي شديد،براي روزهاي با فعالیت خورشی

برتري  IRIعصبي مصنوعي و مدل  شبکهروش  نسبت به

عملیات محاسباتي نظر انجام  روش از يندارد و همچنین ا

  .باشدروش شبکه عصبي مصنوعي بهتر مي از

 گیری نتیجه -7

هاي عصبي مصنوعي و همچنین از شبکه مقالهدر اين 

و  بینيپیشجهت  سازگار عصبي-مدل استنتاج فازي

براي  يونسفرلايه قائم  کلي برآورد مقدار محتواي الکترون

نتايج بدست آمده از اين استفاده شد.  يک روز آينده

شبکه  ،TEC مقدار بینيدر پیشکه  دهدميتحقیق نشان 

ANFIS  با توجه به  .باشدمي دقیق و سريعيک سیستم

RMSE جهاني مرجع مدل  بین محاسبه شدهIRI 2016 ، 

شبکه نتايج حاصل از و  ANFISحاصل از شبکه  نتايج

گیري شده از اندازه TEC با میزانعصبي مصنوعي 

بیني ، پیشمورد مطالعه در هر سه روز GPSمشاهدات 

و مدل  مصنوعي نسبت به شبکه عصبي ANFISشبکه 

IRI  با دارا بودن کمترين مقدارRMSE  در هر سه بازه

 از نظر دقت و عملیات محاسباتي برتريمورد مطالعه، 

 2188دسامبر  91و  2182 ميدر روزهاي سوم  .دارد

 8/2 و ANFIS، 1/9 TECU شبکه ايبر RMSEمقدار 

TECU  ششم روز اين مقدار براي  درحالیکهبرآورد شده

شده  محاسبه TECUدر واحد  6/4 برابر 2182آوريل 

 2188دسامبر  91و  2182 ميدر روزهاي سوم  .است

مصنوعي با الگوريتم  عصبيبراي شبکه  RMSE مقدار 

براي و  TECU 6/2 و 16/4 مارکوات-لونبرگ آموزش

برآورد  TECUدر واحد  16/2 برابر 2182ششم آوريل 

حاصل از  TEC بین RMSE همچنین مقدار  .شده است

دقیق  TECو مقادير  IRIجهاني يونسفري مرجع مدل 

روزهاي سوم براي  GPSهاي سیستم گیريحاصل از اندازه

 91/4  و 92/4برابر  2188دسامبر  91و  2182 مي

TECU  در واحد  11/2برابر  2182ششم آوريل روز براي و

TECU با توجه به نتايج بدست آمده  .برآورد شده است
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کارايي و سرعت عمل بهتري  فازي سازگار –عصبي شبکه 

ه داشت IRIو مدل جهاني  مصنوعي نسبت به شبکه عصبي

در مطالعات بعدي به عنوان پیشنهاد، همچنین . است

ي مکاني در سازمدلجهت توان از همین سیستم مي

 (IPP) نفوذ يونسفري يا در نقاط وهاي يک شبکه ايستگاه

هاي از الگوريتمتوان مي، علاوه بر اين استفاده نمود

 تميالگور مورچگان، لگوريتماسازي ديگري مانند بهینه

 يبرا يتفاضل يتکامل تميالگور ذرات، انبوه يسازنهیبه

 و کرده استفاده هیاول يفاز -يعصب استنتاج ستمیس بهبود

 مورد بررسي و مقايسه قرار داد. را جينتا
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