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 چکیده

ها آندار از سیر مکاني و لزوم پردازش و استخراج اطلاعات مفید و الگوهاي معنيي خطوطهادادهدر سالهاي اخیر، رشد بالا و روزافزون 

ي خوشههاتميگورالاست. تاکنون توابع شباهت و زماني شده-سیر مکانيبندي خطوطزمینه خوشه به جلب توجه محققان بسیاري در منجر

فرد هر يک بر لزوم توجه و بهبندي و نتايج منحصري خوشههاتميالگور. گستردگي اندشدهسیر ارائه بندي خطوطبندي مختلفي براي طبقه

-الگوريتمسیر مکاني که تعمیم يافته از بندي در خطوطي خوشههاتميالگور. در اين تحقیق، کنديمتاکید  هاآنبررسي نقاط ضعف و قوت 

سازي مبنا و مبتني بر بهینهمراتبي، چگالي هاي افرازي، سلسلهي کلي روشاي هستند به چهار دستهي نقطههادادهبندي هاي خوشه

ا بر روي دو مجموعه داده ب گرفتند. فرايند ارزيابي سازي و مورد ارزيابي قراردر هر دسته پیاده هاتميالگور نيپرکاربردترتقسیم شدند و 

در شرايط مختلف  هاروشوجود داده پرت انجام گرفته تا توانايي  پیچیدگي متفاوت و در سه حالت بدون خطا، خطا با توزيع گوسین و

بررسي گردد. از شاخص سیلووت و زمان محاسباتي به عنوان دو پارامتر براي مقايسه و ارزيابي استفاده شده است. با توجه به نتايج 

با اين حال در مجموع بهترين نتايج از  بندي حائز اهمیت است.هاي آن در انتخاب روش مناسب خوشهبه داده و ويژگيتوجه  آمدهدستبه

سازي، افرازي،  سلسله مراتبي و چگالي مبنا و از لحاظ سرعت محاسبات  هاي مبتني بر بهینهبندي به ترتیب از دستهلحاظ کیفیت خوشه

سازي حاصل شده است. دسته افرازي )صرفا زير دسته طیفي( مراتبي، افرازي و مبتني بر بهینهسلسله مبنا،هاي چگاليبه ترتیب دسته

 اند.سازي بالاترين مقاوت در برابر نويز را از خود نشان دادههاي چگالي مبنا و مبتني بر بهینهبالاترين مقاومت در برابر داده پرت و روش

 يزمان محاسبات سیلووت، ي، شاخصبندخوشه ،يمکان ریسخطوط واژگان کلیدی:

 

 

 

 

                                                           
  * نويسنده رابط
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 مقدمه -1 

ويژه در دهه گذشته، با گسترش در سالهاي اخیر و به

نظیر وسايط نقلیه، افراد  روند ثبت موقعیت اجسام متحرک

ي تعیین هاسامانهو حتي حیوانات و  به دلیل توسعه 

حجم  مبنامکاني هاسيسروموقعیت و گسترش استفاده از 

زماني در حال تولید -مکاني سیري خطوطهادهدابالايي از 

استخراج  منجر بهسیر هستند. پردازش و تحلیل اين خطوط

ي متعددي مانند هاچالشاطلاعات سودمندي براي حل 

، نظارت و [2]هوشمند  ونقلحمل، [8]یک تراف مديريت

 ه است. شد [4]ي شناسستيزو مطالعات  [9]امنیت 

است که  يزمان يرـاز س ينوع خاص يمکان ـریسخط

به همراه زمان برداشت آن  هاتیموقعي از ادنباله ،در آن

ها، روش تولید اين نوع از داده نيترشود. متداولثبت مي

برداشت اطلاعات مکاني به واسطه وسیله نقلیه مجهز به 

GPS .در حالت کلي  يا فرد حامل گوشي هوشمند است

 ( نشان داد.8به صورت رابطه ) وانتيمرا  Tسیر  خط

 (8) T: ((x1, y1, t1), … , (xn, yn, tn)) 

در  شدهبرداشتمختصات  (i,yi x)که در اين رابطه  

 (.8شکل  ) دهديمسیر را نشان طول خط nو  itزمان 
 

 
 (8شده در رابطه ) فيتعر T ریخط س -8شکل

ها براي استخراج الگو و بندي از مهمترين ابزارخوشه

سیر است که تحقیقات زيادي را اطلاعات سودمند از خطوط

ي بندگروهبندي فرايند به خود اختصاص داده است. خوشه

است که هر يک از  داريمعنهاي مجموعه داده به زيرکلاس

 ایاش يبندخوشه. در شوديمخوشه نامیده  هاکلاساين زير

 ایتفاوت و با اش نيکمتر گريکديخوشه با  کيموجود در 

هاي الگوريتم .[5]ديگر کمترين شباهت را دارند  يهاخوشه

 هاآنو براي  ارائهبندي زيادي در تحقیقات پیشین خوشه

ي مختلفي پیشنهاد شده است. در يکي از اين هايبنددسته

 به پنج دسته شامل بنديي خوشههاتميالگور، هايبنددسته

 2، گريد مبنا، مدل مبنا و چگالي مبنا8يمراتب سلسله ،افرازي

 هاروش نيترمهمبندي از . خوشه[6]ست اشدهي بندمیتقس

، کشف هاآنسیر، کاهش حجم براي استخراج الگو از خطوط

گذاري و نمايش سیر، شاخصي پرت در خطوطهاداده

زماني، اشیا -يبندي مکاندر خوشه است. هاآنبصري ساده 

ي بنددسته هاآنبر اساس اطلاعات موقعیت و زمان رخداد 

بندي در علوم مکاني به علت . اين نوع خوشهشونديم

ي هالیتحلي موقعیت و ریگاندازهي ابزارهاگستردگي 

 است. موردتوجهاين علم بسیار  موردنظرمکاني  -زماني

-بندي خطوطمختلفي براي خوشه هايروش تاکنون

و نقاط  هاروشي اين هايژگيو. درک استشده ارائهسیر 

گیري براي انتخاب در تصمیم توانديم هاآنقوت و ضعف 

 هايروشروش مناسب سودمند باشد. بعضي از 

 بخشجهینتبندي فقط در مجموعه داده با حجم کم خوشه

بندي فقط قادر به ي از توابع خوشهادستههستند؛ 

کل محدب هستند، ولي بعضي با ش هاخوشهاستخراج 

؛ برخي کننديمديگر، خوشه با هر نوع شکل را استخراج 

بندي نیازمند تعیین پارامتر اولیه مثل تعداد توابع خوشه

از طرف کاربر هستند و دسته ديگر به اين  هاخوشه

نیاز ندارند؛ و تشخیص داده پرت در همه  پارامترها

یست. از اينرو، پذير نبندي امکاني خوشههاتميالگور

سیر از بندي خطوطخوشه هايروشمقايسه و ارزيابي 

بندي در اين تحقیق دسته اهمیت بالايي برخوردار است. 

يافته از تعمیم سیر کهبندي خطوطهاي خوشهبراي روش

اي هستند ارائه شده و مهمترين ي نقطههادادهبندي خوشه

الگوريتم در هر دسته بر روي دو مجموعه  نيپرکاربردترو 

داده با ويژگي حرکتي متفاوت و در حضور نويز و داده پرت 

تا مزايا و معايب هر روش با توجه به  اندشدهسازي پیاده

 ي حرکتي داده مشخص گردد. هايژگيومیزان نويز و 

در ادامه اين تحقیق در بخش دو مروري بر تحقیقات 

سیر انجام گرفته هاي خطبندي دادهعمده در زمینه خوشه

گرفته در اين هاي اصلي صورتاست. در بخش سه گام

پردازش، انتخاب پارامترهاي اولیه هر تحقیق شامل پیش

بندي الگوريتم، انتخاب تابع شباهت، تعیین الگوريتم خوشه

شود. در و در نهايت ارزيابي به صورت نظري تشريح مي

                                                           
 

 

1 Hierarchical 

2 Density-based 
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ها و در ها و مقايسه آنوريتمسازي الگبخش چهار پیاده

 شود.گیري از تحقیق انجام ميبخش آخر هم نتیجه

 نیشیپ قاتیتحق بر یمرور -2

بندي خطوطگرفته در زمینه خوشهتحقیقات صورت

اي هستند را ي نقطههادادهبندي سیر که تعمیم خوشه

به چهار دسته کلي افرازي، سلسله مراتبي، چگالي  توانيم

 يهاروشبندي کرد. سازي تقسیممبنا و مبتني بر بهینه

 K-means  ي هاروشو طیفي دو الگوريتم مهم در دسته

ي اين دسته در هاروشافرازي هستند که بیشتر از ساير 

 از [1]در  Torkاشاره شده است.  هاآنتحقیقات گذشته به 

-ي مکانيهادادهبندي براي اولین افرادي بود که خوشه

در  Nanni را توسعه داد. K-meansزماني با استفاده از 

مراتبي را و سلسله K-meansبندي خوشه دو روش [1]

و همکاران نیز  Vlachosسیر تعمیم داد. براي خطوط

ي زماني هايسربندي را براي خوشه K-meansاي از نسخه

ارائه  موجطول لهیوس بهبر اساس تقريب اولیه داده خام 

 K-meansي زماني با هايسربندي ي خوشهبرا. [3]کردند 

رفته تابع شباهت در نظر گ عنوانبهفاصله اقلیدسي  معمولاً

گیري که در اندازه DTW8فاصله  حالنيا بااست.  شده

سیر نتیجه بهتري از ي زماني و خطوطهايسرشباهت 

به   K-meansدر  توانيمرا نیز  دهديمفاصله اقلیدسي 

 K-meansدر  DTWاز  [81]ي اولین بار در برا .کار برد

 همکاران و  Atevاستفاده و عملکرد خوبي نیز حاصل شد.

ديگر زير مجموعه  بندي طیفيي از خوشهریگبهرهبا  [88]

 2اصله هاسدورفدسته افرازي و تابع شباهتي بر اساس ف

سیر ارائه دادند. بندي خطوطچارچوبي براي خوشه

به استخراج الگو از  [82]و همکاران در  Atevهمچنین 

بندي طیفي سیر ترافیک با استفاده از خوشهخطوط

-بندي خطوطکاربرد در خوشهپرداختند. دومین دسته پر

و همکاران در  Fuمراتبي هستند. ي سلسلههاتميالگورسیر 

مراتبي و طیفي بندي سلسلهبا استفاده از خوشه [89]

ي خطوط سیر بندهچارچوبي براي شناسايي آنامولي و طبق

و Rodrigues وسايط نقلیه در ترافیک پیشنهاد دادند. 

-بندي سلسلهچارچوبي براي خوشه [84]همکاران در 

ي هادستهي زماني پیشنهاد کردند. از بین هايسرمراتبي 
                                                           

1 Dynamic time warping 
2 Hausdorff 

 

 توانيممبنا را ي چگاليهاتميالگورشده اشاره

از بسطي  T-OPTICS [85]د. نامی هاآن نيترپراستفاده

OPTICS9 و DBSCAN-ST [86]  وDBScan-Tra [81] 

سیر هستند که براي خطوط DBSCAN4هايي از تعمیم

به  [81]و همکاران در  Palma .اندشده يسازمناسب

بندي چگالي از خوشه با استفاده موردعلاقهکشف نقاط 

و همکاران  Lee، [85]و همکاران Nanni . مبنا پرداختند

از ديگر افرادي بودند  [21]و همکاران  Akasapuو  [83]

بندي چگالي مبنا براي که هريک به نوعي از خوشه

سیر استفاده کردند. آخرين دسته ي خطوطبندگروه

 و  Ahmadyfardسازي هستند. ي بر مبناي بهینههاروش

Modares  با ترکیبK-means  وPSO  وLu  و همکاران با

و الگوريتم ژنتیک روش ترکیبي جديد  K-meansترکیب 

برتري اين  هاآنو بررسي  ارائه هادادهبندي براي خوشه

 و Izakian. [22, 28]اثبات کرد  K-meansروش را بر 

Mesgari [29]  ي از ریگبهرهباPSO  روشي براي

ي زماني پیشنهاد کردند. همچنین هايسربندي خوشه

Izakian  براي  خودکارروشي  [24]و همکاران در

 .ارائه کردند PSOسیر با استفاده از بندي خطوطخوشه

 هاآندر سنجش کارايي توابع شباهت مختلف و مقايسه 

و همکاران  Wang، [25]و همکاران  Zhangتحقیقاتي توسط 

ي بین اسهيمقاصورت گرفته، اما کمتر  Bailer [21]و  [26]

-بندي در خوشههاي خوشههاي مختلف روشعملکرد دسته

 و  Morris. خورديمي به چشم سیر مکانبندي خطوط

Trivedi  ي هاروشي با بندخوشهبه مقايسه توابع  [21]در

بر گراف و طیفي مراتبي، ترکیبي، مبتني مستقیم، سلسله

در  عوامل مهمي همچون نويز و داده پرت ریتأث. اما اندپرداخته

و  Atevي قرار نگرفته است. موردبررسد توابع کارايي و عملکر

بندي ي بین دو گروه خوشهاسهيمقافقط  [88]همکاران در 

 مراتبي انجام دادند. طیفي و سلسله

هاي موجود در کاستي هتلاش شد لهمقادر اين 

-بندي روشبا دسته تحقیقات گذشته پوشش داده شود و

ها صورت گیرد آناي بین مقايسهبندي هاي مختلف خوشه

 از استفادهو نقاط ضعف و قوت هر دسته مشخص شود. 

 ،مختلف يدگیچیپ و يحرکت ياهپارامتر با داده مجموعه

 مختلف، زانیم با پرت داده و زينو وجود ریتاث يبررس

                                                           
3 Ordering points to identify the clustering structure 

4 Density-based spatial clustering of applications with noise 
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 يبررس يبرا يبندخوشه تیفیک يابيارز شاخص از استفاده 

 و شباهت توابع سرعت سهيمقاو  شباهت توابع ييکارا

 با يبندخوشه زمان در داده حجم شيافزا ریتاث يبررس

 به نسبت قیتحق نيا قوت نقاط از مختلف شباهت توابع

 .است نیشیپ يها قیتحق

 مکانی ریسخطوط یبندخوشه -3

-خطوط يشده براکارگرفتهبه يبندخوشه يهاروش اکثر

 يمورد استفاده براي بندخوشه هايروش از يمیتعم ریس

تابع شباهت مناسب  فيبا استفاده از تعر اينقطه يهاداده

 ،K-means، BIRCH، DBSCANاست.  ریسخطوطبراي 

OPTICS و STING يهستند که برا ييهاتميازجمله الگور 

 قیتحق ني. در ااندافتهي میتعم ریسخطوط يبندخوشه

 ،يافراز يهابه دسته ریسخطوط يبندخوشه يهاروش

 يسازنهیبر به يمبنا و مبتن يچگال ،يمراتب سلسله

 .شونديم حيدر ادامه تشر کياند که هر شده يبندمیتقس

در اين  بنديي مهم خوشههادستهروند کلي انجام مقايسه 

-شود. در اولین مرحله، پیش( ديده مي2در شکل )مقاله 

گام بعد  گیرد. درها انجام ميپردازش اولیه بر روي داده

شود. بندي تعیین ميهاي اولیه براي هر روش خوشهپارامتر

هاي گام سوم مربوط به محاسبه شباهت بین همه جفت داده

)ها( براي ترين الگوريتمسیر است. در گام چهارم معروفخط

گیرد. در بندي با آن)ها( انجام ميهر دسته انتخاب و خوشه

هاي مختلف مورد ارزيابي قرار آخرين مرحله عملکرد روش

 شود.هر يک از اين مراحل در ادامه تشريح مي  گیرد.مي

 پردازششیپ -3-1

 از استفاده با ریسخط دو نیب شباهت محاسبه يبرا

ها برابر باشند. اقلیدسي، لازم است تا تعداد نقاط آن تابع

به  qو  pبا تعداد نقاط به ترتیب  2Tو  1Tسیر خطوط براي

معادل نقاط  2T ریسطخ در 2 T(i)ۀ نقط p < qنحوي که  

𝑖) ۀ بازدر  − 1) × 𝑝/𝑞  تا𝑖 × 𝑝/𝑞  1در خط سیرT 

خط تا نقطه معادل آن در  2 T(i)بنابراين فاصله  ،باشديم

 .ديآيم( به دست 2از رابطه ) 1T سیر

(2) Dist = (dist1 + dist2) 2⁄  

فاصله اقلیدسي بین  2distو  1distکه در اين رابطه 

ام و  p/q-round((i(1(به ترتیب تا نقاط  2Tدر  ام iنقطه 

p/q)×round(i  1ام درT  .شباهت دو  جهینت درهستند

 .ديآيم( به دست 9سیر از رابطه )خط

(9) Dec  = (∑Dist(i)

q

i=1

) q⁄  

 
 فلوچارت کلي مقايسه دسته هاي مختلف خوشه بندي خطوط سیر -2شکل 

 ی اولیهپارامترهامقدار دهی  -3-2

انتخاب  ازمندین هاتميالگور نیب ترحیصح سهيمقا يبرا

 به يابيدست .میهست تميهر الگور يپارامترها قیدق

 ها،خوشه تیفیک يابيارز اریمع اساس بر جهینت نيبهتر

 هاخوشه ياعضا در ثبات و نظر مورد خوشه تعداد حصول

 .است هیاول يها پارامتر انتخاب در مهم يهااریمع از
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 توابع شباهت -3-3

سیر بايد شباهت )يا فاصله خطوط بنديخوشهقبل از 

( محاسبه گردد. با توجه به پیچیدگي، ابعاد بالا و هاآن

محاسبه شباهت در  سیر ي خطهادادهاي خاصیت دنباله

  است. زتریبرانگ چالشي انقطهي هادادهنسبت به  هاآن

سیر توجه به علاوه بر اين براي محاسبه شباهت در خطوط

ت. نظر بسیار مهم اس ماهیت داده و همچنین کاربرد مورد

سیر پیشنهاد سنجي خطوطتوابع مختلفي براي شباهت

ي دارند. فردمنحصربهي هايژگيوشده است که هر يک 

و  نيترسادهو البته  نيتريميقدتابع اقلیدسي از 

اين توابع است. تابع هاسدورف ديگر تابع  نيترعيسر

سیر شباهت است که مبناي آن شکل هندسي دو خط

توابع شباهت است که  نيپرکاربردتراز DTW است. 

 برمستقل از انتقال زمان محلي و کشیدگي زماني است. 

سیر تابع اقلیدسي، الزام به برابر بودن طول دو خط خلاف

براي محاسبه شباهت در اين تابع وجود ندارد. براي مقابله 

 LCSS8سیر توابع خطوط نويز در محاسبه شباهت ریتأثبا 

يگر توابع مهم شباهت از د ERP9معرفي شدند.  EDR2و 

و براي  و تصحیح فاصله L1است که از ترکیب دو تابع 

 گیري از مزاياي هر دو روش پیشنهاد شده است.بهره

 ادهیپ لیبه دل يدسیاز تابع فاصله اقل قیتحق نيا در

به علت  DTWساده و سرعت بالا و تابع شباهت  يساز

استفاده شده  نیشیپ قاتیقابل قبول آن در تحق جينتا

 تعداد با jLو  iL ریسدو خط نیب يدسیاقل فاصلهاست. 

 در که ديآيم دست به( 4) رابطه از  n يمساو و برابر نقاط

ak رابطه نيا
m  بعدm  ام از نقطهk  امiL  وbk

m بعد m  ام از

𝑎𝑘است و  p=2 يحالت دو بعد در .است jLام  kنقطه 
 و 1

𝑎𝑘
 است. iL ریخط س ام kنقطه  yو  x معادل بیبه ترت 2

(4) DE(Li, Lj) =
1

n
∑√∑(ak

m  − bk
m)2

p

m=1

n

k=1

 

DTW محاسبه يهاتميالگور از ايپو يزمان چشیپ اي 

 ریمس نيتر کوتاه افتني قيطر از يزمان يهايسر در فاصله

 را ریس خط دو. است هاآن در تابوچیپ با دنباله دو نیب

                                                           
1 Longest Common Sub-Sequence 
2 Edit Distance for Real Sequences 

3 Edit distance with real penalty 

( 9)شکل مطابق يديگر شبکه کي طرف دو در توان يم

 متناظر عناصر فاصله سلول هر داخل که ينحو به داد قرار

 اي تطابق نيبهتر کردن دایپ يبرا. ردیگ قرار يتوال دو

 نيا قيطر از را يریمس ديبا دنباله، دو نيا نیب يهماهنگ

 ودیق يسر کي گرفتن نظر در ضمن) افتي يديگر شبکه

  .برسد حداقل به را آنها نیب کل فاصله که( کننده محدود

 
 DTW فاصله محاسبه -9 شکل

DTW  دو خط سیر  برايرا به صورت رياضيiL  وjL به 

( نشان 5میتوان مطابق رابطه ) mو  nبا تعداد نقاط  بیترت

 يباق ریسوطخط بیبه ترت jR(L( و L)iR (رابطهداد. در 

 ها است.آن ييبعد از حذف نقاط ابتدا jLو  iLاز  مانده

(5) 

DDTW(Li, Lj) = 

{
 
 
 

 
 
 
0                                            m = n = 0
∞                                     m = 0 || n = 0

euclidean(ai
k, bj

k) +                  other

min

{
 

 DDTW (R(Li), R(Lj)) ,

DDTW(R(Li), Lj),

DDTW(Li, R(Li)) }
 

 
 

 سیربندی خطوطخوشه هایروش  -3-4

 صورتدين ب توانيمسیر را بندي خطوطمسئله خوشه

فرايند  n,…,tr2,tr1T={tr{تعريف کرد: در مجموعه داده 

بر  k,…,C2,C1C={C{ي هامجموعهزير  به Tي بندگروه

 ،کهينحوبهبندي گويند اساس يک تابع شباهت را خوشه

 iC ∪i=1
kT= و ∅=  jC ∩ iC  اگر≠ j i . 
 

Lj 

Li 
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 یافرازبندی خوشه -3-4-1 

يک روش يک سطحي در گروهبندي خوشهاين روش 

گروه متمايز  kرا در  هاداده است به نحوي که هادادهبندي 

را در  ءيش کبايد يهر گروه حداقل  و کنديم يبندمیتقس

بايد فقط در يک خوشه قرار داشته  ءيش برگیرد و هر

و طیفي دو روش عمده در  K-meansي هاروش .[23]باشد

 اين گروه هستند.

K-means الگوریتم  -3-4-1-1  

بندي در اين روش با انتخاب تصادفي فرايند خوشه

مراکز و اختصاص اشیا به مراکز طبق تابع شباهت آغاز 

که از  هاخوشهي مختلف مراکز تکرارهادر  .شوديم

 شونديم روزبه نديآيمي اعضا خوشه به دست ریگنیانگیم

. شرط ابدييمو اين فرايند تا دستیابي به شرط پايان ادامه 

تعداد تکرار مشخص يا دستیابي به ثبات در  توانديمپايان 

 يسازادهیپ. [23]در نظر گرفته شود  هاخوشهاعضاي 

است که آن را  K-meansبالا از مزايا  يريپذانعطافساده و 

تبديل کرده  افرازي بنديخوشهروش  نيترمحبوببه 

زمان اجرا تلقي  ازلحاظالگوريتمي کارا  K-means .است

اما وابستگي شديد نتايج به انتخاب اولیه مراکز از  شوديم

 نامناسب. انتخاب ديآيم حساببهنقاط ضعف اين روش 

 جهینت در دستیابي به بهینه محلي و به مراکز اولیه منجر

همچنین افزايش زمان اجرا  و نامناسب بنديخوشه

قبل از شروع  هاخوشهنیاز به تعیین تعداد  .شوديم

 در بندي از ديگر نقاط ضعف اين الگوريتم است.خوشه

 جهینت دراز پیش معلوم نیست  هاخوشهعمل تعداد 

احتمال دستیابي به تعداد خوشه غیر بهینه در اين روش 

علاوه بر اين با توجه به محدب نبودن  .ابدييمافزايش 

ي معنيبسیر امکان دستیابي به نتايج يي از خطوطهابخش

  .در اين روش وجود دارد

 روش طیفی -3-4-1-2

طیفي  بنديخوشه براي مجموعه اشیا مفروض،

و سپس با استفاده از  کنديمرا ايجاد  A وابستگي ماتريس

 بنديخوشهرا  هاداده Aماتريس لاپلاسین  ويژه بردارآنالیز 

توان در دو بندي را مياين روش خوشه .[91] کنديم

نرمال در گراف لاپلاسین شده و غیرحالت کلي نرمال

بندي طیفي بندي کرد که در اين تحقیق از خوشهطبقه

 شده استفاده شده است.نرمال

 .شوديمبندي با اين روش تشريح در ادامه مراحل خوشه

 Xبراي مجموعه داده  Aساخت ماتريس وابستگي  -8

 (.6) رابطه از  استفاده با 0ii A= و  j ≠iها که   jو  iبراي همه 

(6)  Aij = e^ ((− dist(xi, xj)) (2 ∂^2 ))⁄ 

ي اولیه اين پارامترهاپهناي باند و از  ∂در اين رابطه، 

 .گردديمروش است که توسط کاربر تعیین 

 D کهينحوبه  A D  1/2-L= D-1/2  ساخت ماتريس -2

∑يک ماتريس قطري است و  Aij
N
j=1=ii D. 

 RN×N ∈] k,…,e1E=[eمحاسبه ماتريس -9

ماتريس ه شدنرمال  ويژه بردار نیام kبرابر  ke کهينحوبه

L بزرگي است. لحاظ از 

يک نقطه در  عنوانبه Eدر نظر گرفتن هر سطر  -4
kR  در آن  بنديخوشهوk  خوشه با استفاده ازmeans-K  و

 Eام  iاگر سطر  kيء اولیه به خوشه ش صیتخص تينها در

 اختصاص يافته باشد. kۀ خوشبه 

اين الگوريتم قادر به استخراج  K-means برخلاف

محدب است که باعث برتري نتايج آن با شکل غیر هاخوشه

-K. به علت استفاده از شوديمسیر بندي خطوطدر خوشه

means ،در هر بار حاصل  جينتا در مراحل الگوريتم طیفي

 تغییر يابد. توانديمبندي با اين روش خوشه

 مراتبیبندی سلسلهخوشه هایوشر -3-4-2

مجموعه  يبندگروهاز  يارهیزنج بنديخوشهاين روش 

و در دو حالت کلي بالا به پايین و  کنديمايجاد داده را 

در دسته بالا به پايین  .شوديم يسازادهیپپايین به بالا 

در يک خوشه قرار دارند و در هر تکرار به  هادادهۀ همابتدا 

تا زماني که در هر  شونديمتقسیم  ترکوچکي هاخوشه

پايان حلقه محقق  شرط ي قرار گیرد و ياش کخوشه ي

 به يشۀ پايین به بالا در ابتدا هر دستشود. برعکس در 

و در هر مرحله  شوديميک کلاس در نظر گرفته  عنوان

 تربزرگي هاکلاستا  شونديميکديگر ادغام  با هاکلاس

خاتمه و يا  شرط بهايجاد شوند و اين تکرار تا دستیابي 

است  ایاشۀ همه دربردارندرسیدن به يک کلاس واحد که 

 هاکلاس. اين روش براي تجزيه يا ادغام ابدييمادامه 

نیازمند تعريف فاصله بین دو خوشه است. فاصله دو خوشه 

 زير قابل محاسبه است.از سه روش 
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  در دو خوشه هاالمانبیشترين فاصله بین 

(1) max { d(x, y) ∶  x ∈ A, y ∈ B } 

  در دو خوشه هاالمانکمترين فاصله بین 

(1) min { d(x, y) ∶  x ∈ A, y ∈ B } 

  ي دو خوشههاالمانبین  فاصلهمیانگین 

(3) (∑∑d(x, y)

y∈Bx ∈ A

) card(A)card(B)⁄    

 ياعضا تعداد card(B) و card(A)در اين رابطه 

 .است Bو  Aخوشه 

به  توانيمنسبت به روش افرازي  اين روش از مزاياي

، دستیابي به هاخوشهبالاتر در نمايش و تفسیر  قابلیت

قبل از  هاخوشهعدم نیاز به تعیین تعداد قطعي و  يجهینت

 شدهاشارهعلاوه بر موارد  اشاره کرد.بندي شروع خوشه

-سلسله يبندخوشهدسته افرازي در  هايروش برخلاف

در نظر  هادادههیچ فرضي در مورد نحوه توزيع  يمراتب

. محدوديت اصلي اين روش بار محاسباتي شودينمگرفته 

سیر با بندي خطوطبالاي آن است که باعث شده در خوشه

بندي . علاوه بر اين خوشهتوان از آن بهره بردحجم بالا ن

است يعني بعد از  برگشترقابلیغمراتبي فرايندي سلسله

امکان لغو و برگشت به حالت  هاخوشهترکیب يا تقسیم 

  قبل وجود ندارد.

 بندی چگالی مبناخوشه هایشرو -3-4-3

قبلي که بر مبناي فاصله استوارند،  هايروش برخلاف

است.  هاي چگالي مبنا، چگالي دادههاروشايده اصلي 

همسايگي با يک شعاع  براي هر شي درون يک خوشه، در

 داشته وجود شي μبايد حداقل به تعداد مشخص  εمعلوم 

 حد کي از دينبا هاخوشه يچگال گريد عبارت به باشد؛

توانند مي DBSCANالگوريتم  .باشد کمتر مشخص آستانه

هاي چگالي مبنا کانديد مناسبي براي دسته الگوريتم

دارد و علاوه بر هاي اولیه کمي باشند زيرا نیاز به پارامتر

هاي پیچیده و حجیم قابل تعمیم اين به آساني براي داده

سیر با است و سرعت بالايي دارد که براي داده خطوط

 .[92, 98]حجم بالا بسیار حائز اهمیت است 

DBSCAN به شعاع  يگيهمساε مجموعه نقاط همه 

 o نقطه 𝜀 شعاع با يگيهمسا اگر. کنديم چک را D داده

(Nε(o)) از شتریب μ باشد، داشته عضو o 8هسته اصطلاحا  

 جاديا Nε(o) دربردارنده C ديجد خوشه و شوديم دهینام

 C خوشه درون p نقاط همه 𝜀 يگيهمسا سپس. شوديم

 Nε(𝑝) اگر. گردديم يبررس انددهنش مشاهده قبلا که

 عضو قبلا که p يگيهمسا باشد نقطه μ از شیب دربردارنده

C شدهو برچسب مشاهده شوديم افزوده آن به نبوده 

 يديجد نقطه چیه که زماني تا نديفرا نيا. کنديم افتيدر

 تميالگور ،ادامه در. ابدي يم ادامه نشود اضافه C خوشه به

 ديجد يهاخوشه افتني و نشدهنقاط مشاهده يبا بررس

 .ابدي يم ادامه

نسبت به ساير  بنديخوشهابع وت دسته مزايا اين

 از: اندعبارت هادسته

 ها از قبل وجود ندارد. تعداد خوشه نییبه تع ازین

 يبندخوشه نديها قبل از فرامعمولاً تعداد خوشه

 .ستیمشخص ن

 کنديها با اشکال دلخواه را استخراج مروش خوشه نيا .

است  ریسدر شبکه خطوط يمهم اریبس يژگيو نيا

 .کنندينم يرویپ يشکل خاص چیشبکه از ه نيچون ا

  به علت ندا برخوردار پرت داده ييشناسا تیقابلاز .

 ،يسیمختلف مثل تداخل الکترومغناط يپارامترها ریتأث

وجود داده  يباترسنسورها و کمبود  ياقطع لحظه

 است. ريناپذاجتناب ریسپرت در خطوط

 يهابرخلاف روش K-means يفیو ط، DBSCAN 

حاصل با هر بار تکرار  جينتا يعنياست  يقطع يروش

 است. کسانيبرابر  يبا پارامترها تميالگور

عدم دستیابي به نتیجه قابل قبول هنگام نزديکي 

به يکديگر از مشکلات اين روش اين است. علاوه  هاخوشه

از ديگر  DBSCANي اولیه در پارامترهابر اين تعیین 

 ي استفاده از اين روش است. هاچالش

 یسازنهیبهبندی بر مبنای خوشه -3-4-4

ي سازنهیمسئله بهدر قالب يک  توانيمبندي را خوشه

و  هاوشهخهمواره يافتن تعداد بهینه  مدلسازي و حل کرد.

بندي از نکات ها در فرايند خوشهمکان بهینه مراکز آن

 هايروشمحققان بوده است که با استفاده از  توجه مورد

                                                           
1 Core 
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يافت. بعضي  هاآنپاسخ مناسبي براي  توانيمي سازنهیبه 

از  K-meansمثل  شدهاشارهبندي ي خوشههاتميالگوراز 

و استفاده  برنديمرنج  مشکل گرفتار شدن در بهینه محلي

در دستیابي به بهینه  توانديمي سازنهیبهي هاتميالگوراز 

 .باشدکلي راهگشا 

ي فراابتکاري متعدد پیشنهاد شده هاتميالگوراز بین 

ي هرز، هاعلف، هامورچههمچون ازدحام ذرات، کلوني 

, 99]سازي تبريد، الگوريتم ژنتیک تکامل تفاضلي و شبیه

بیشتر از سايرين براي دستیابي به نتايج بهتر در  [94

 بندي به کار گرفته شده است.خوشه

تحقیقات زيادي تلاش شده است قابلیت همگرايي  در

را با ترکیب آن با يک  K-meansبه جواب بهینه در 

در اين  .[96, 95]ي بهبود بخشند سازنهیبهالگوريتم 

تحقیق نیز از الگوريتم ژنتیک براي بهینه کردن نتايج 

سیر مکاني بندي خطوطدر خوشه K-meansحاصل از 

 استفاده شده است.

 یابیارز یارهایمع -3-5

سیر، ي مربوط به خطهادادهبا توجه به حجم بالاي 

بندي در کنار کیفیت ي خوشههاتميالگوربراي ارزيابي 

توجه به زمان محاسباتي نیز از اهمیت بالايي  هاخوشه

 هاخوشهبرخوردار است. در اين تحقیق از دو معیار کیفیت 

ي هاتميورالگو زمان محاسباتي براي مقايسه عملکرد 

 بندي استفاده شده است.خوشه

بندي از مهمترين مسائل در خوشه هاخوشهارزيابي 

کمک  هادادهبندي براي است که به شناسايي بهترين گروه

-ي خوشههاتميالگوري مختلفي براي ارزيابي هاروشکند. 

. در اندگفتهبندي در تحقیقات پیشین مورد استفاده قرار 

 هاخوشهي ريپذکیتفکاين تحقیق از معیار فشردگي و 

-براي ارزيابي استفاده شده است. معیار فشردگي نشان

-دهنده نزديکي اعضاي يک گروه به يکديگر و تفکیک

دهنده دوري اعضاي يک خوشه از اعضاي پذيري نشان

 نيترمعروفاز  8است. شاخص سیلووت هاخوشهساير 

پذيري زمان فشردگي و تفکیکبراي سنجش هم ارهایمع

. سیلووت براي هر يک از اعضاي [91]است  هاخوشه

يک پارامتر کیفیت به نام پهناي  jX (j = 1,…, c)خوشه 

                                                           
1 Silhouettes 

است و از  -8و  8که مقدار آن بین  کنديمسیلووت تعريف 

. نزديکي شاخص سیلووت به شوديم( محاسبه 82رابطه )

 دهنده خوشه بندي با کیفیت مناسب است.نشان 8

(82) s(i) = (b(i) − a(i)) max{a(i), b(i)}⁄  

ام  iالمان  نیفاصله ب نیانگیبرابر م a(i) رابطه نيا در

 نیانگیم حداقل b(i)است و  jXها در خوشه المان گريتا د

   Xk يهاخوشه يهاام تا همه المان iالمان  نیفاصله ب

ها تعداد کل خوشه cو  k = 1, …, c; k ≠ j کهينحوبه

مربوط به هر خوشه  لووتیس شاخص (89) ابطهر .باشديم

را  يکل لووتیشاخص س (84رابطه ) و mبا تعداد اعضاي 

 .دهدينشان م

(89) Sj = (∑s(i)

m

i=1

) m⁄  

(84) 𝐺𝑆𝑢 = (∑𝑆𝑗

𝑐

𝑗=1

) 𝑛⁄  

 ی و ارزیابیسازادهیپ -4

 های مورد استفاده معرفی مجموعه داده -4-1

مجموعه  دومختلف بر روي  بنديخوشهمقايسه توابع 

. اين حرکتي متفاوت صورت گرفته است يهايژگيوداده با 

 ( نشان داده شده اند.4دو مجموعه داده در شکل )

شامل چهار گروه داده است  CVRR يهادادهمجموعه 

و  CROSSمجموعه داده ، هاآناز میان که در اين تحقیق 

I5  شده استاستفاده .CROSS  ریسخط 8311شامل 

را  چهارراهتقاطع در يک  ریسخطوطي سازهیشب کهاست 

خط سیر است که  116داراي  I5در مقابل  .ردیگيبرمدر 

.  شده استساده استخراج  2بینايي رديابتوسط يک 

( 8جدول )ها در ي مجموعه دادههايژگيوي از اخلاصه

پیچیدگي شکل آورده شده در اين  آورده شده است.

 .[25]آيد ( بدست مي85ي )جدول توسط رابطه

(85) 𝜀 = 𝑑𝑒𝑢𝑐(𝑇𝑛 , 𝑇1) ∑𝑑𝑒𝑢𝑐(𝑇𝑖+1, 𝑇𝑖)

𝑛−1

𝑖=1

⁄  

 Tام در خط سیر  iمختصات نقطه  iTکه در اين رابطه 

  تعداد نقاط آن است. nو 

                                                           
 2 Visual tracker 
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 ب الف

 I5 ب()و  CROSS الف() کاررفتهبهمجموعه داده  -4شکل 

 

 I5 و CROSS داده مجموعه دو يهايژگيو -8 جدول

 داده خط سیر تعداد میانگین سرعت انحراف معیار سرعت میانگین طول انحراف معیار طول شکلپیچیدگي 

18/1 68/11 92/429 34/86 68/92 8311 CROSS 

11/8 19/91 54/213 15/6 21/84 608 I5 

بندی بدون های خوشهارزیابی دسته -4-2

 افزودن خطا

دسته  عملکرد ارزيابي منظور به مقاله،در اين 

 بنديخوشهدر بخش قبل در  شدهاشاره يهاتميالگور

در هر دسته  )ها(الگوريتم نيترمعروف سیر،خطوط

 2181 متلب افزارنرمدر  هاتميالگورشده است.  يسازادهیپ

 پردازندهو گیگابايت  1سیستم با حافظه  با استفاده از و

ي به کار پارامترها .اندشدهي سازادهیپ گیگاهرتز 93/2

( در نظر گرفته 2رفته براي هر الگوريتم مطابق جدول )

هاي انتخابي به نحوي انتخاب شده اند شده است. پارامتر

تا تعداد خوشه مورد نظر حاصل شود و بیشترين شاخص 

تعداد خوشه به صورت دلخواه و  سیلووت به دست آيد.

شده است تا تاثیر تعداد خوشه در نظر گرفته  81و  6برابر 

ها نیز بر نتايج مورد ارزيابي قرار گیرد. پهناي باند در خوشه

روش طیفي به نحوي انتخاب شده است که بیشترين 

در روش چگالي  پارامترهاشاخص سیلووت حاصل شود. 

مبنا بر مبناي دستیابي به تعداد مورد نظر خوشه و 

. اندشدهدر نظر گرفته  همچنین حداکثر شاخص سیلووت

تعداد تکرار در هر الگوريتم نیز به حدي است که در 

 به ثبات دست يابیم. هاخوشهاعضاي 

 و در توابع فاصله مختلف ي مختلفهاروشي اولیه در نظر گرفته شده براي پارامترها -2 جدول

 نوع پارامتر تابع فاصله بنديروش خوشه
 پارامترمقدار 

CROSS I5 

 طیفي
 31 61 پهناي باند اقلیدسي

DTW 41 91 پهناي باند 

 چگالي مبنا

 اقلیدسي
ε      66      12        86  81 

minpoint 51 2   5 

DTW 
ε  656 191 31 821 

minpoint 25   51 5 

 DTWاقلیدسي و  مبتني بر بهینه سازي

 91 91 تعداد جمعیت

51٪ 51٪ تقاطعدرصد   

 6٪ 6٪ درصد جهش

 

ها به ويژگي شاخص قبل از مقايسه کلي الگوريتم

-ها متمايز ميمراتبي که آن را از ساير دسته دسته سلسله

مراتبي نیاز به  شود. در روش سلسلهسازد پرداخته مي

( نمودار 5وجود ندارد. در شکل ) هاخوشهتعیین تعداد 
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بندي نمايش داده شده حاصل از اين خوشه درختواره 

مراتبي است. درختواره براي نمايش ساختار سلسله

 . دو خط افقي متقاطع با درختوارهروديمبه کار  هاخوشه

 3خوشه و  5 از بالا به پايین به ترتیب محل قرار گیري

 . دهديمنمايش  CROSSخوشه را براي مجموعه داده 

 
 در خوشه بندي سلسله مراتبي نمودار درختواره -5شکل 

ذات  شود، در اين روش( ديده مي6همانطور که در شکل )

 بندي در نظر گرفته شده است. مراتبي و توالي خوشه سلسله

با شکل خاص خود  هاخوشه يبندخوشهروش  هر

 بخش . با توجه به مطالب بیان شده درکنديمايجاد 

هاي مختلف معیارهاي ارزيابي براي مقايسه کارايي دسته

 هاخوشهي ريپذکیتفکاز دو معیار فشردگي و  توانيم

سیر زمان ي خطهادادهبهره برد. با توجه به حجم بالاي 

مقايسه  مهم هر روش نیز ديگر معیار ازیموردنمحاسباتي 

 و جلوگیري از ترحیصحبراي مقايسه  است. هاروشبین 

ها هر تاثیرپذيري از خاصیت تصادفي نتايج در بعضي روش

 بار اجرا شده است. 91الگوريتم 

  
 ب الف

 خوشه 5 ( خوشه بندي بابو ) خوشه 3الف( خوشه بندي با ) هاخوشهنمايش سلسله مراتبي  -6شکل 

مختلف و استفاده از  يهاحاصله از روش لووتیشاخص س

هر دو مجموعه  يو بر رو DTWو  يدسیدو تابع فاصله اقل

 يکل صورت بهداده شده است.  شي( نما9داده در جدول )

 انحراف با يسازنهیبر به يدسته مبتن از آمده دست به جينتا

 جينتا هیبق بر 116/1برابر  8از  لووتیشاخص س ريمقاد اریمع

 همه K-meansبه  کیژنت تمياضافه کردن الگور بادارد.  يبرتر

 تابع نوع دو هر از استفاده و داده مجموعه دو هر در آن جينتا

 نيمربوط به ا ييهمگرا نمودار .است افتهي بهبود فاصله

 کیژنت تميالگور. است شده داده نشان( 1در شکل ) تميالگور

ها و حل خوشه نهیبه مکان به يابیباعث دست K-means در

شده است. بعد از  يمحل نهیمشکل گرفتار شدن آن در کم

 اریبا انحراف مع يدسته افراز يسازنهیبر به يدسته مبتن

 نيبهتر دوم رده در 181/1 برابر 8از  لووتیشاخص س ريمقاد

گروه با انحراف  نيدر ا يفیط دستهريز. ردیگيم قرار جينتا

 K-means ردستهينسبت به ز 113/1برابر  8از  ريمقاد اریمع

نسبي  يبرتراز  188/1برابر  8از  ريمقاد اریبا انحراف مع

-خوشه يبالا تیقابل در توانيم را آن لیدل و برخوردار است

 جستجو محدبریغ شکل با خوشه استخراج در يفیط يبند

ي برا قیتحق نيشده در ا ادهیپ يمراتب سلسله دسته. کرد

مجموعه  يخوب و برا اریبس جينتا CROSSمجموعه داده 

 يوابستگ از نشانارائه کرده است که  يفیضع جينتا I5داده 

  .است داده نوع به روش نيا يبالا

 مجموعه دادهو بر روي دو  DTWتوابع فاصله اقلیدسي و  بندي در استفاده ازي مختلف خوشههاروشمقدار شاخص سیلووت براي  -9جدول 

I5 CROSS 
 خوشه 6 خوشه 81 خوشه 6 خوشه 81 بنديدسته روش خوشه

DTW اقلیدسي DTW اقلیدسي DTW اقلیدسي DTW اقلیدسي 

3169/1 3115/1 3383/1 3381/1 3342/1 3344/1 3362/1 3353/1 K-means 
 افرازي

 طیفي 3364/1 3365/1 3321/1 3132/1 3399/1 3391/1 3165/1 3161/1

 سلسله مراتبي 3361/1 3312/1 3314/1 3319/1 3613/1 3512/1 3836/1 3838/1

 چگالي مبنا 3345/1 3323/1 3361/1 3361/1 1432/1 3492/1 1211/1 1961/1

 يسازنهیبهمبتني بر  3314/1 3311/1 3311/1 3319/1 3348/1 3365/1 3111/1 3398/1
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 ب الف

 خوشه 6در  I5داده  يب( بر روخوشه  81در  CROSS داده  يالف( بر رو يسازنهیبه بر يمبتن روش با يبندخوشه ييهمگرا نمودار -1 شکل

 

 در 8از  لووتیشاخص س ريمقاد اریمع انحراف کل در

 نيبالاتر سوم رده در کهاست  145/1 روش برابر نيا

-نهیبه بر يمبتن و يافراز دسته از بعد لووتیس شاخص

 با مبنا يچگال يهاروش دسته نيآخر. ردیگيم قرار يساز

 821/1 برابر 8 از لووتیس شاخص ريمقاد اریمع انحراف

 نیو همچن ریستفاوت طول خطوط آن لیدل که است

 تفاوت. است I5ها به هم در مجموعه داده خوشه يکينزد

 به توجه لزوم نیمب مختلف يهاداده يبرا حاصل جينتا

داده  يمناسب است. برا يبندخوشه تابع انتخاب در داده

CROSS بر يمبتن يهااز دسته بیبه ترت جينتا نيبهتر 

حاصل  يمبنا و افراز يچگال ،يسلسله مراتب ،يسازنهیبه

به  جينتا نيبهتر I5داده  يحال برا نيشده است. با ا

 سلسله ،يافراز ،يسازنهیبه بر يمبتن يهااز دسته بیترت

 .است آمده دست به مبنا يچگال و يمراتب

علاوه بر داده انتخاب تابع فاصله نیز در نتايج حاصل از 

هاي مختلف موثر است. در مجموع فاصله اقلیدسي با روش

 114/1 برابر 8از  لووتیشاخص س ريمقادانحراف معیار 

 از لووتیشاخص س ريمقادبا  انحراف معیار  DTWنسبت به 

تري را نتیجه داده است. هر عملکرد ضعیف 144/1 برابر 8

بندي فاصله اقلیدسي نسبت به چند در بعضي توابع خوشه

DTW  شاخص سیلووت بالاتري را نتیجه داده اما در مجموع

DTW است. نسبت به اقلیدسي عملکرد بهتري داشته 

 هاها با افزودن خطا به دادهارزیابی دسته -4-3

-داده پرت و نويز موجود در خطوط ریتأث( 4در جدول )

سیر در عملکرد توابع مختلف مورد بررسي قرار گرفته است. 

 براي اين منظور دو مجموعه داده جديد يکي دربردارنده

به همراه نويز با توزيع گوسین و سیگنال  I5مجموعه داده 

درصد داده پرت  81با  I5و ديگري مجموعه داده  2به نويز 

اند. مطابق خوشه تقسیم بندي شده 6در ايجاد شده است و 

اين جدول در حضور نويز و داده پرت بهترين نتايج مربوط 

سازي با انحراف معیار مقادير به روش مبتني بر بهینه

است. بعد از اين روش به  116/1برابر  8ز شاخص سیلووت ا

و چگالي مبنا  هاي سلسله مراتبي، افرازيترتیب روش

 وت را نتیجه داده اند. بالاترين شاخص سیلو

 در حضور خطا مختلف هاييتمالگور يبرا یلووتمقدار شاخص س -4جدول 

 بندي خوشه روش

 پرت داده

%81 

 نويز

SNR=2 

 DTW اقلیدسي DTW اقلیدسي

 افرازي
K-means 3165/1 3166/1 3384/1 3166/1 

 3388/1 3396/1 3391/1 3324/1 طیفي

 3512/1 3411/1 3415/1 3836/1 سلسله مراتبي

 3281/1 3188/1 1184/1 1136/1 چگالي مبنا

 3361/1 3343/1 3341/1 3326/1 يسازنهیبهمبتني بر 

145



 

ا
ابيرز

 ي
رد

لک
عم

 
ور

الگ
ي

تم
ها

 ي
شه

خو
ند

ب
در

ي 
 

طو
 خ

اج
خر

ست
ا

ابه
تش

ي م
کان

ر م
سی

ط 
 

روش طیفي زير مجموعه دسته افرازي از مقاومت  

در برابر داده پرت برخوردار است و شاخص سیلووت بالايي 

کمترين کاهش را داشته است. در مقابل  در اين روش

بیشترين سازي هاي چگالي مبنا و مبتني بر بهینهروش

 اند. داشته مقاومت را در برابر نويز

 
 

 ها از لحاظ زمان محاسباتیارزیابی دسته -4-4

پارامتر زمان نیز در انتخاب تابع  هاخوشهعلاوه بر کیفیت 

( 1است. در شکل ) رگذاریتأثبندي مناسب براي خوشه

مقايسه قرار  موردمختلف بر اساس زمان محاسباتي  هايروش

سازي به علت زمان محاسباتي روش مبتني بر بهینه .اندگرفته

 ( ترسیم شده است.3بالا به صورت جداگانه و در شکل )

  
 ب الف

 DTWب(  يدسیبا استفاده از فاصله الف( اقل هاتميالگور يزمان سهيمقا -1 شکل

  
 ب الف

 DTWب(  یدسي( اقلالف فاصله از استفاده با يسازینهبر به مبتني  زمان -3 شکل

خط سیر در  2111سازي براي بهینهروش مبتني بر 

 DTWثانیه و در تابع  11111تابع اقلیدسي حدودا به 

ثانیه زمان نیاز داشته  است. در مقابل   895111حدودا به 

مراتبي و طیفي در استفاده روش هاي چگالي مبنا، سلسله 

 211، 212خط به ترتیب به  2111و براي  DTWاز تابع 

( زمان 1اند. مطابق شکل )اشتهثانیه زمان نیاز د 242و 

 DTWدر هر دو تابع اقلیدسي و  K-meansلازم براي تابع 

ها به ترين الگوريتماست. سريع هاتميالگوربیشتر از ساير 

و در  K-meansمراتبي، طیفي، مبنا، سلسلهترتیب چگالي

 سازي است.آخر مبتني بر بهینه
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 یریگجهینت -5

 هاييژگيمختلف با و هاييتمتوجه به تعدد الگور با

 بررسي به نیاز مکاني سیرخطوط بنديخوشه در متفاوت

به نظر  يها ضرورروش يناز ا بنديدسته ارائه و جامع

 بنديخوشه هايروش عملکرد تحقیق اين. در رسديم

-خطوط يبنددر خوشه اينقطه هايداده از يافته تعمیم

 چهار  هقرارگرفته است و ب يابيو ارز يمورد بررس سیر

و داده پرت به  يزنو یر. تأثاندشده بندي تقسیم کلي دسته

 عملکرد کیفیت در دخیل يپارامترها ينترعنوان مهم

 يجبه نتا بنا .است شده لحاظ نیز بنديخوشه توابع

وابسته به  بنديآمده انتخاب روش مناسب خوشهدستبه

ع فاصله مورد استفاده تاب ینو همچن آن هاييژگيداده و و

 از ترتیب به نتايج بهترين مجموع در حال اين با است.

و  يسلسله مراتب افرازي، سازي،بهینه بر مبتني هايدسته

 يجبهبود قابل توجه نتا مبنا حاصل شده است. يچگال

 و( K-means دسته زير)صرفاً  افرازي ينسبت به دسته

 8از  یلووتشاخص س مقادير معیار انحراف به دستیابي

 نقاط از بالا محاسباتي زمان و قوت نقاط از 115/1برابر 

است. با توجه به  سازيبهینه بر مبتني بنديخوشه ضعف

در آن  يزوجود داده پرت و نو سیرخط يهاذات داده

-خوشه هايروش بعضيحال  ينا بااست  يراجتناب ناپذ

( K-means يدسته ير)صرفا ز يافراز دسته همچون بندي

)صرفا  ي. دسته افرازهستند پرت داده به وابسته شدتبه 

 و پرت داده برابر در بالا مقاومت داراي( طیفيدسته  يرز

 بیشترين سازيینهبر به يمبنا و مبتن يچگال هايدسته

 مقادير معیار انحراف. اندداشته  نويز برابر در را مقاومت

-بهینه بر مبتني يحاصل از  دسته 8از  یلووتشاخص س

 در که است 116/1و داده پرت برابر  يزدر حضور نو سازي

 .است پرت داده و نويز حضور در عملکرد بهترين  مجموع

اثر تبديلات هندسي، تغییر در نرخ برداشت  بررسي عدم

کشیدگي زماني بر عملکرد توابع مختلف در و  نقاط

داده سیر و استفاده از فقط دو مجموعه خطوطي بندخوشه

در  هاي اصلي اين تحقیق است. علاوه بر ايناز محدوديت

 اينقطه يهاداده بنديخوشه از که توابعي تنها یقتحق ينا

 یشنهادقرار گرفته شد. پ يابيمورد ارز انديافته یمتعم

 مختص بنديتوابع خوشه يآت یقاتتحق يبرا شوديم

ضعف  نقاط قوت و یرند،قرار گ يابيمورد ارز یزن سیرخطوط

و داده پرت  يزمختلف و در حضور نو يطها در شراآن

 ها ارائه گردد.آن يمناسب برا بنديشود و دسته يبررس

 مراجع

[1] P. Mohan, V. N. Padmanabhan, and R. Ramjee, "Nericell: rich monitoring of road and traffic conditions 
using mobile smartphones," in Proceedings of the 6th ACM conference on Embedded network sensor 
systems, 2008, pp. 323-336: ACM. 

[2] E. Kamar and E. Horvitz, "Collaboration and Shared Plans in the Open World: Studies of Ridesharing," in 
IJCAI, 2009, vol. 9, p. 187. 

[3] M. Batty, J. DeSyllas, and E. Duxbury, "The discrete dynamics of small-scale spatial events: agent-based 
models of mobility in carnivals and street parades," International Journal of Geographical Information 
Science, vol. 17, no. 7, pp. 673-697, 2003. 

[4] B. Dumont, A. Boissy, C. Achard, A. Sibbald, and H. Erhard, "Consistency of animal order in spontaneous 
group movements allows the measurement of leadership in a group of grazing heifers," Applied Animal 
Behaviour Science, vol. 95, no. 1, pp. 55-66, 2005. 

[5] P. Rai and S. Singh, "A survey of clustering techniques," International Journal of Computer Applications, 
vol. 7, no. 12, pp. 1-5 ,2010. 

[6] R. Xu and D. Wunsch, "Survey of clustering algorithms," IEEE Transactions on neural networks, vol. 16, 
no. 3, pp. 645-678, 2005. 

[7] H. F. Tork, "Spatio-temporal clustering methods classification," in Doctoral Symposium on Informatics 
Engineering, 2012, vol. 1, no. 1, pp. 199-209. 

[8] M. Nanni, Clustering methods for spatio-temporal data. SEU, 2002. 

[9] M. Vlachos, M. Hadjieleftheriou, D. Gunopulos, and E. Keogh, "Indexing multi-dimensional time-series with 
support for multiple distance measures," in Proceedings of the ninth ACM SIGKDD international 
conference on Knowledge discovery and data mining, 2003, pp. 216-225: ACM. 

147



 

ا
ابيرز

 ي
رد

لک
عم

 
ور

الگ
ي

تم
ها

 ي
شه

خو
ند

ب
در

ي 
 

طو
 خ

اج
خر

ست
ا

ابه
تش

ي م
کان

ر م
سی

ط 
 

 [10] W. Meesrikamolkul, V. Niennattrakul, and C. A. Ratanamahatana, "Shape-based clustering for time series 
data," in Pacific-Asia Conference on Knowledge Discovery and Data Mining, 2012, pp. 530-541: Springer. 

[11] S. Atev, G. Miller, and N. P. Papanikolopoulos, "Clustering of vehicle trajectories," IEEE Transactions on 
Intelligent Transportation Systems, vol. 11, no. 3, pp .647-657 ,2010. 

[12] S. Atev, O. Masoud, and N. Papanikolopoulos, "Learning traffic patterns at intersections by spectral 
clustering of motion trajectories," in Intelligent Robots and Systems, 2006 IEEE/RSJ International 
Conference on, 2006, pp. 4851-485 ٦ : IEEE. 

[13] Z. Fu, W. Hu, and T. Tan, "Similarity based vehicle trajectory clustering and anomaly detection," in Image 
Processing, 2005. ICIP 2005. IEEE International Conference on, 2005, vol. 2, pp. II-602: IEEE. 

[14] P. P. Rodrigues, J. Gama, and J. P .Pedroso, "ODAC: Hierarchical clustering of time series data streams," 
in Proceedings of the 2006 SIAM International Conference on Data Mining, 2006, pp. 499-503: SIAM. 

[15] M. Nanni and D. Pedreschi, "Time-focused clustering of trajectories of moving objects," Journal of 
Intelligent Information Systems, vol. 27, no. 3, pp. 267-289, 2006. 

[16] D. Birant and A. Kut, "ST-DBSCAN: An algorithm for clustering spatial–temporal data," Data & Knowledge 
Engineering, vol. 60, no. 1, pp. 208-221, 2007. 

[17] L. X. Liu, J. T. Song, B. Guan, Z. X. Wu, and K. J. He, "Tra-dbscan: a algorithm of clustering trajectories," 
in Applied Mechanics and Materials, 2012, vol. 121, pp. 4875-4879: Trans Tech Publ. 

[18] A. T. Palma, V. Bogorny, B. Kuijpers, and L. O. Alvares, "A clustering-based approach for discovering 
interesting places in trajectories," in Proceedings of the 2008 ACM symposium on Applied computing, 
2008, pp. 863-868: ACM. 

[19] J.-G. Lee, J. Han, and K.-Y. Whang, "Trajectory clustering: a partition-and-group framework," in 
Proceedings of the 2007 ACM SIGMOD international conference on Management of data, 2007, pp. 593-
604: ACM. 

[20] A. K. Akasapu, P. S. Rao, L. Sharma, and S. Satpathy, "Density based k-nearest neighbors clustering 
algorithm for trajectory data," International Journal of Advanced Science and Technology, vol. 31, no. 1, 
2011. 

[21] A. Ahmadyfard and H. Modares, "Combining PSO and k-means to enhance data clustering," in 
Telecommunications, 2008. IST 2008. International Symposium on, 2008, pp. 688-691 :IEEE. 

[22] Y. Lu, S. Lu, F. Fotouhi, Y. Deng, and S. J. Brown, "Incremental genetic K-means algorithm and its 
application in gene expression data analysis," BMC bioinformatics, vol. 5, no. 1, p. 172, 2004. 

[23] Z. Izakian and M. Mesgari, "Fuzzy clustering of time series data: A particle swarm optimization approach," 
Journal of AI and Data Mining, vol. 3, no. 1, pp. 39-46, 2015. 

[24] Z. Izakian, M. S. Mesgari, and A. Abraham, "Automated clustering of trajectory data using a particle swarm 
optimization," Computers, Environment and Urban Systems, vol. 55, pp. 55-65, 2016. 

[25] Z. Zhang, K. Huang, and T. Tan, "Comparison of similarity measures for trajectory clustering in outdoor 
surveillance scenes," in Pattern Recognition, 2006. ICPR 2006. 18th International Conference on, 2006, 
vol. 3, pp. 1135-1138: IEEE. 

[26] H. Wang, H. Su, K. Zheng, S. Sadiq, and X. Zhou, "An effectiveness study on trajectory similarity 
measures," in Proceedings of the Twenty-Fourth Australasian Database Conference-Volume 137, 2013, 
pp. 13-22: Australian Computer Society, Inc. 

[27] W. Bailer, "A comparison of distance measures for clustering video sequences," in Database and Expert 
Systems Application, 2008. DEXA'08. 19th International Workshop on, 2008, pp. 595-599: IEEE. 

[28] B. Morris and M. Trivedi, "Learning trajectory patterns by clustering: Experimental studies and comparative 
evaluation," in Computer Vision and Pattern Recognition, 2009. CVPR 2009. IEEE Conference on, 2009, 
pp. 312-319: IEEE. 

[29] A. K. Jain, M. N. Murty, and P. J. Flynn, "Data clustering: a review," ACM computing surveys (CSUR), vol. 
31, no. 3, pp. 264-323, 1999. 

[30] A. Y. Ng, M. I. Jordan, and Y. Weiss, "On spectral clustering: Analysis and an algorithm," in Advances in 
neural information processing systems ,2002 ,pp. 849-856. 

[31] M. Ester, H.-P. Kriegel, J. Sander, and X. Xu, "A density-based algorithm for discovering clusters in large 
spatial databases with noise," in Kdd, 1996, vol. 96, no. 34, pp. 226-231. 

[32] A. Zhou, S. Zhou, J. Cao, Y. Fan, and Y .Hu, "Approaches for scaling DBSCAN algorithm to large spatial 
databases," Journal of computer science and technology, vol. 15, no. 6, pp. 509-526, 2000. 

148



 

 

ي
لم

 ع
يه

شر
ن

- 
هش

ژو
پ

ره 
ما

 ش
م،

شت
 ه

ره
دو

ي، 
دار

 بر
شه

 نق
ون

 فن
م و

لو
 ع

ي
4

داد
خر

 ،
اه 

. م
89

31
  

 

 

س
ا

 

[33] D. Goldberg, "Genetic algorithms in search, optimization, and machine learning (1989)," New York ,
Addison-Wesley. 

[34] J. H. Holland, Adaptation in natural and artificial systems: an introductory analysis with applications to 
biology, control, and artificial intelligence. MIT press, 1992. 

[35] Y. Lin et al., "K-means optimization clustering algorithm based on particle swarm optimization and 
multiclass merging," in Advances in Computer Science and Information Engineering: Springer, 2012, pp. 
569-578. 

[36] Y. Lu, S. Lu, F. Fotouhi, Y. Deng, and S. J. Brown, "FGKA: A fast genetic k-means clustering algorithm," in 
Proceedings of the 2004 ACM symposium on Applied computing, 2004, pp. 622-623: ACM. 

[37] P. J. Rousseeuw, "Silhouettes: a graphical aid to the interpretation and validation of cluster analysis," 
Journal of computational and applied mathematics ,vol. 20, pp. 53-65, 1987. 

 

149




