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بندی طبقه منظوری نوین درختی بهی چندگانهکنندهبندیهای طبقهسیستم

 قطبیدههای کشاورزی از تصاویر نوری و راداری تمامزمین

 3، سعید همایونی2، عبدالرضا صفری1*ایمان خسروی

-پرديس دانشکده - برداري و اطلاعات مکانيمهندسي نقشه دانشکده -ازدور برداري سنجشمهندسي نقشه دکتري 7

 دانشگاه تهران - هاي فني
iman.khosravi@ut.ac.ir 

 دانشگاه تهران -هاي فني پرديس دانشکده -برداري و اطلاعات مکاني مهندسي نقشه انشکدهاستاد د 2
asafari@ut.ac.ir 

 کانادا - اتاوا - دانشگاه اتاوا - جغرافیا، محیط و ژئوماتیکگروه استاديار  2
saeid.homayouni@uOttawa.ca 

 (7931 فروردين ، تاريخ تصويب7931ريخ دريافت دي )تا

 چکیده

هاي کشاورزي است. بندي زمین(، منابع ارزشمندي براي طبقهPolSARقطبیده )ي مصنوعي تمامتصاوير نوري و راداري با دريچه

 PolSARهاي مستخرج از تصاوير نوري حاوي اطلاعاتي در مورد امضاي بازتابي محصولات مختلف است. در مقابل، يک تصوير ويژگي

ي اطلاعاتي در مورد خصوصیات ساختاري و سازوکارهاي پراکنش محصولات است. ترکیب اين دو منبع قادر به ايجاد يک کنندهفراهم

-هاي کشاورزي است. با اينبندي زمینهاي زماني طیفي، بافت و قطبیده براي طبقهتوجهي از ويژگيي مکمل با تعداد قابل دادهمجموعه

هاي نامتوازن مواجه شود. در ي دادههاي کشاورزي ممکن است با دو چالش افزايش تصاعدي ابعاد داده و مسألهبندي زمینحال، طبقه

( کارايي بالايي از خود RFويژه روش مشهور جنگل تصادفي )( درختي بهMCSي )ي چندگانهکنندهبنديهاي طبقهي گذشته، سیستمدهه

تازگي هاي نامتوازن طراحي نشده است. بهي دادهطور ذاتي براي حل مسألهها بهحال، اين روشبراي حل چالش اول نشان داده است. با اين

بندي تصاوير ( براي طبقهCFFحساس )( و جنگل پالايشي هزينهBFFشده )هاي جنگل پالايشي متوازننامبه RFدو روش نوين جايگزين 

راداري پیشنهاد شده است که قابلیت بالايي در حل همزمان دو چالش از خود نشان داده است. اين پژوهش نیز قصد دارد تا از اين دو 

هاي ها را با روشکرده و کارايي و عملکرد آن هاي کشاورزي از ترکیب تصاوير نوري و راداري استفادهبندي زمینروش نوين براي طبقه

MCS  درختي کلاسیک از جمله روشRF  در مواجه با حل اين دو چالش بررسي و مقايسه کند. نتايج نشان از افزايش دقت کلي تا حدود

که در ت. ضمن آنداش RFها نسبت به روش برابر اين روش 1هاي کلاسیک و سرعت هاي نوين درختي نسبت به روشبیشتر روش 71%

 کسب کرد. RFبیشتر از روش  %21شناسايي محصولات کشاورزي، دقتي حدود 

 هاي کشاورزي، تصاوير نوري، تصاوير راداريبندي زمینطبقهدرخت تصمیم، ي چندگانه، کنندهبنديسیستم طبقه واژگان کلیدی:

                                                           
 نويسنده رابط *
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 مقدمه -1

ي محصولات کشاورزي، نقش مهمي در نقشهتهیه

کاربردهاي مختلف کشاورزي و منابع طبیعي همچون 

فهرست دارايي محصولات، بیمه محصولات، برآورد بار 

. با ]7[اي دارد هاي سهمیهمحصولات و اعمال محدوديت

ي اي، مطالعه، بررسي، تهیههاي ماهوارهي سیستمتوسعه

آوري، بیش از ي با اين فننقشه و پايش محصولات کشاورز

 .]2[پیش مورد توجه پژوهشگران قرار گرفت 

طور گسترده در هاي نوري بههاي ماهوارهتاکنون، داده

هاي کشاورزي استفاده شده بندي زمینهاي طبقهپژوهش

هاي نوري، اطلاعات حاصل ترين ويژگي. ابتدايي]9[است 

امضاي هاي گیاهي است که هاي طیفي و شاخصاز باند

. همچنین، ]4[دهد طیفي بازتابي محصولات را ارائه مي

هاي مفید در چندين عنوان ويژگي پارامترهاي بافت به

. اين پارامترها، حاوي ]1-5[پژوهش استفاده شده است 

ي آرايش مکاني سطوح خاکستري در يک اطلاعاتي درباره

هاي گیاهي متنوع، مقادير تصوير است و براي پوشش

 ي دارد.متفاوت

هاي فراوان تصاوير نوري در شناسايي علي رغم قابلیت

و تفکیک محصولات، اين تصاوير ممکن است با 

هايي مواجه شود. يکي از عوامل محدودکننده محدوديت

ها از شرايط مختلف آب و در اين تصاوير، تأثیرپذيري آن

هوايي به ويژه وجود پوشش ابر در آسمان است. همچنین، 

انگیز است، ي که در تصاوير نوري چالشعامل ديگر

ي هاي فراوان موجود در انعکاس طیفي يک منطقهشباهت

 .]8[کشاورزي است 

هاي هاي نوري، دادههاي ماهوارهدر مقايسه با داده

طور نسبتاً کمتري ( بهSAR) 7ي مصنوعيراداري با دريچه

ي ي محصولات استفاده شد. در يک دههنقشه براي تهیه

هاي و ظهور ماهواره SARهاي ي ماهوارهته با توسعهگذش

SAR 2قطبیدهتمام (PolSARاستفاده از آن ،) ها نیز

هاي راداري يک ترين ويژگي. ابتدايي]9[افزايش يافت 

هاي ، اطلاعات دامنه و فاز قطبش يا قطبشSARتصوير 

دهد نوعي امضاي ساختاري گیاه را نشان ميآن است که به

هاي تواند ويژگيمي PolSARحال، يک تصوير ين. با ا]3[

                                                           
1 Synthetic Aperture Radar 

2 Full-Polarimetric Synthetic Aperture Radar 

کواريانس و  هاي پراکنش،بیشتري شامل ماتريس

ي هدف در همدوسي و همچنین پارامترهاي تجزيه

ي کاربردهاي کشاورزي فراهم کند. پارامترهاي تجزيه

اي در آشکارسازي سازوکارهاي پراکنش و هدف، نقش ويژه

 .]71[کند ساختار محصولات کشاورزي ايفا مي

ي راداري برخلاف پرتو بازتابي شدهپراکنشريزموج پس

نوري، داراي خاصیت نفوذپذيري در شرايط مختلف جوي 

شود محسوب مي SARاست که يک امتیاز براي تصاوير 

ي ذاتي اسپکل مهمترين نقص حال، وجود نوفه. با اين]77[

و تواند باعث افزايش عدم قطعیت اين تصاوير است که مي

. محدوديت ]72[بندي شود نتیجتاً کاهش دقت طبقه

ديگر، اثرات نامطلوب راديومتريکي و يا هندسي همچون 

شدگي هاي کوتاههاي راداري حاصل از پديدهتشکیل سايه

دلیل وجود توپوگرافي سطح زمین و وارونگي است که به

 .]9[شود در اين تصاوير ايجاد مي

ي از ترکیب تصاوير هايي گذشته، پژوهشدر دو دهه

ي نقشه محصولات نوري و راداري براي بهبود دقت تهیه

ها علاوه . ترکیب اين داده]9[کشاورزي استفاده کرده است 

هاي هر يک شود، تواند باعث جبران محدوديتبر اينکه مي

ي يک مجموعه اطلاعات مکمل از حساسیت کنندهفراهم

ست. انرژي هر منبع داده به خصوصیات پوشش گیاهي ا

شده توسط گیاهان وابسته به ساختار نوري غیرفعال بازتاب

هاست. در مقابل، انرژي مايکرويو برگ، رنگینه و رطوبت آن

شده توسط گیاهان وابسته به اندازه، چگالي، فعال پراکنش

ي جهت و خواص دي الکتريک عناصر قابل مقايسه با اندازه

 .]79[طول موج راداري است 

عوارض طبیعي همچون محصولات کشاورزي از طرفي، 

ها و ساز بشري همچون ساختمانبرخلاف عوارض دست

ها داراي رفتاري پويا است يعني خصوصیات ظاهري و جاده

ي ها در حین دورهنوعي پديدارشناسي آندروني و به

کند. در اين راستا، طور پیوسته تغییر ميرشدشان به

ترکیب زماني مشاهدات  هاي فراواني نشان داد کهپژوهش

تر و کارآمدتر ، قادر به تولید نتايج مطمئنSARنوري و 

. ]78-74[هاي کشاورزي است بندي زمینبراي طبقه

بنابراين، اين ادغام چندزماني چندمنبعي قادر به فراهم 

راداري بزرگ با يک -ي نوريدادهکردن يک مجموعه

 قطبیدهبافت و  هاي زماني، طیفي،فضاي جامع ويژگي

 هاي کشاورزي است.بندي زمینبراي طبقه
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تواند باعث بهبود دقت ي بزرگ ميدادهاين مجموعه

حال، ممکن هاي کشاورزي شود. با اينبندي زمینطبقه

دلیل همبستگي زياد است چندين ويژگي اين مجموعه به

هاي هاي نوري يا همبستگي زياد بین ويژگيبین ويژگي

. اين مسأله ]8[افزون محسوب شود هاي راداري، ويژگي

هايي همچون افزايش پیچیدگي و موجب ايجاد محدوديت

ويژه زماني که بندي خواهد شد. بهبار محاسباتي در طبقه

ها بیش از حد پايین ها به تعداد ويژگينسبت تعداد نمونه

رخ  7نام افزايش تصاعدي ابعاد دادهباشد، چالش معروفي به

-يگري که معمولاً بروز آن در طبقهخواهد داد. چالش د

ناپذير است، عدم توازن هاي کشاورزي اجتناببندي زمین

ها در بین مزارع کشاورزي متنوع شديد بین توزيع داده

دارد.  2هاي نامتوازن شهرتي دادهاست که به مسأله

-درواقع، يک يا چند محصول کشاورزي )مشهور به کلاس

یلي کمتري نسبت به ساير هاي خهاي اقلیت( داراي نمونه

 هاي اکثريت( است.محصولات )کلاس

ي متنوعي براي کنندهبنديهاي طبقهتاکنون الگوريتم

ي محصولات از ترکیب تصاوير نوري و راداري ي نقشهتهیه

ي ها از روش شبکهاستفاده شده است. برخي پژوهش

. ]25-73[اند بیزين و روش بیشترين شباهت استفاده کرده

هاي پارامتريک يعني به شدت وابسته دو روش، روش اين

بندي هاست. بنابراين، ممکن است در طبقهبه توزيع داده

 ي بزرگ با نقصان مواجه شود.دادهمجموعه

هاي غیرپارامتريکي هاي ديگري از روشپژوهش

همچون شبکه عصبي و ماشین بردار پشتیبان و يا هر دو 

. شبکه عصبي داراي ]91-21، 27، 78، 74[بهره بردند 

مانند است و معمولاً به سیاهبهيک ساختار مبهم و جع

-ي نسبتاً ناپايدار شناخته ميکنندهبنديعنوان يک طبقه

. در مقابل، روش ماشین بردار پشتیبان که ]92، 97[شود 

پذير و مبتني بر کرنل است، به عنوان يک روش تعمیم

ضاي ويژگي ابعاد بالا و در ف هابندي دادهپايدار جهت طبقه

حال، اين روش نیز شود. با اينحل چالش اول شناخته مي

هاي بزرگي همچون انتخاب کرنل و ممکن است با چالش

-هاي نويزي روي کاراييي آن و اثر دادهپارامترهاي بهینه

ها . همچنین، افزايش تعداد کرنل]99[اش مواجه شود 

                                                           
1 Curse of Dimensionality 

2 Imbalanced Data Problem 

فزايش زمان ي آموزشي باعث ابراي هر جفت نمونه

 . ]94[شود محاسبات آن مي

هاي هاي غیرپارامتريک ديگري همچون الگوريتمروش

مبتني بر درخت از جمله درخت تصمیم و روش جنگل 

هاي بندي زمینهاي طبقه( براي پژوهشRF) 9تصادفي

، 21، 29، 71-74، 8[کشاورزي نیز استفاده شده است 

ي عصبي شبکه. درخت تصمیم برخلاف ]91، 95، 91، 23

عنوان يک تر است اما همانند آن، بهداراي ساختاري ساده

ويژه در يک فضاي ي ضعیف و ناپايدار بهکنندهبنديطبقه

، 92[شود هاي بزرگ شناخته ميويژگي ابعاد بالا يا داده

-هاي طبقهکه جز سیستم RF. برعکس، الگوريتم ]91

همانند  ( درختي است،MCS) 4يي چندگانهکنندهبندي

ماشین بردار پشتیبان داراي کارايي و اعتمادپذيري بالايي 

بیشتر ترجیح  RFدر چنین شرايطي است. حتي، الگوريتم 

تر، داراي سرعت عملکرد بالاتر، منعطف RFشود. داده مي

تر است. هاي نويزي، مقاومتر و نسبت به دادهساختار ساده

ي دغدغهبرخلاف ماشین بردار پشتیبان،  RFهمچنین 

 .]91[کمتري براي انتخاب پارامترهايش دارد 

هاي نامتوازن، ي دادهدر مورد چالش دوم يعني مسأله

تواند به خوبي عمل شده نميهاي بیانيک از الگوريتمهیچ

ها، از اين دلیل است که اين الگوريتمکند. اين موضوع ناشي 

کند. ها را برابر فرض ميي کلاسها براي همهتوزيع داده

هاي کند که خطاهاي ناشي از کلاسهمچنین، فرض مي

-ي يکساني است. بهمختلف )اقلیت و اکثريت( داراي هزينه

-اي طراحي شده که بهگونهها معمولًا بهعلاوه، اين الگوريتم

هاي اقلیت، نرخ خطاي کل را ي ويژه به کلاسجاي توجه

ش اول که براي حل چال RFدهد. حتي الگوريتم کاهش مي

هاي نامتوازن طور ذاتي براي حل چالش دادهکارآمد است، به

، دو ]98[طراحي نشده است. در همین راستا در پژوهش 

-هاي جنگل پالايشي متوازننامدرختي نوين به MCSروش 

-( بهCFF) 1حساس( و جنگل پالايشي هزينهBFF) 5شده

بندي جهت طبقه RFهاي سريع و کاراتر از عنوان جايگزين

هاي نوين علاوه بر MCSتصاوير راداري پیشنهاد شد. اين 

حل چالش اول، راهکارهاي حل چالش دوم را نیز دارد. 

هاي ناميافته بهگیري توسعهکه از دو روش رأيضمن اين

                                                           
3 Random Forest 

4 Multiple Classifier Systems 
5 Balanced Filter Forest 

6 Cost-Sensitive Filter Forest 
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گیري ( و رأيOMV) 7گیري حداکثريت هدفمندرأي

 برد.( در ساختار خود بهره ميWMV) 2دارحداکثريت وزن

هاي نوين ژوهش نیز به دنبال آن است تا از روشاين پ

BFF  وCFF هاي کشاورزي از تصاوير بندي زمینجهت طبقه

طور خلاصه، اهداف اين نوري و راداري استفاده نمايد. به

ي عملکرد، کارايي و سرعت ( مقايسه7پژوهش عبارت است از: 

 MCSهاي درختي کلاسیک در مقابل روش MCSهاي روش

( 2هاي کشاورزي؛ بندي زمیندرختي پیشنهادي در طبقه

ي آموزشي توازن نمونهي تأثیر توازن و عدمبررسي و مقايسه

هاي هاي کشاورزي حاصل از روشبندي زمینروي دقت طبقه

MCS  ي ( بررسي تأثیر اندازه9درختي کلاسیک و پیشنهادي؛

رزي هاي کشاوبندي زمیني آموزشي روي دقت طبقهنمونه

درختي کلاسیک و پیشنهادي؛ و  MCSهاي حاصل از روش

گیري پیشنهادي هاي رأي( بررسي کارايي و عملکرد روش4

OMV  وWMV گیري کلاسیک نسبت به روش رأيMV. 

 شناسیروش -2

بندي براي طبقه MCSهاي در اين پژوهش، روش

درختي  MCSهاي استفاده شد. در ادامه، ابتدا روش

درختي پیشنهادي  MCSهاي کلاسیک و پس از آن، روش

 شود.طور مفصل شرح داده ميبه

 درختی کلاسیک MCSهای روش -2-1

کار رفته در اين درختي کلاسیک به MCSهاي روش

هاي بگینگ درختي، جنگل است از الگوريتمپژوهش عبارت

 تصادفي و جنگل دوراني.

 الگوریتم بگینگ درختی -2-1-1

صورت ( بدينTBa) 9ي الگوريتم بگینگ درختيرويه

برداري تصادفي است: ابتدا با استفاده از روش نمونه

طور ي مختلف بهانداز، چندين زير مجموعهخودراه

هاي آموزشي انتخاب يکنواخت و با جايگذاري از کل داده

شود. سپس، يک مدل خاص از الگوريتم درخت تصمیم مي

شود. ها آموزش داده ميزيرمجموعهتوسط هر يک از اين 

-هاي منفرد بهسرانجام، خروجي حاصل از اين الگوريتم

                                                           
1 Objective Majority Voting 
2 Weighted Majority Voting 

3 Tree Bagging 

شود. با يکديگر ترکیب مي MVگیري کمک قانون رأي

کند که بیشترين تعداد ، کلاسي را انتخاب ميMVروش 

ها را کسب کنندهبنديي طبقهدست آمده از همهآراي به

، تعداد TBaظیم الگوريتم ترين پارامتر تن. مهم]97[کند 

 ( است.nTreesالگوريتم درخت تصمیم )

 الگوریتم جنگل تصادفی -2-1-2

( داراي مراحل زير است: همانند RFجنگل تصادفي )

TBaي آموزشي از کل مجموعه، ابتدا چندين زيرمجموعه-

انداز انتخاب برداري خودراهي آموزشي با استفاده از نمونه

ي آموزشي، هر زيرمجموعه شود. پس از آن، درمي

( با استفاده از روشي mTryها )اي از کل ويژگيزيرمجموعه

( RSFS) 4ي تصادفينام انتخاب ويژگي زيرمجموعهبه

شود. سپس، يک الگوريتم درخت تصمیم انتخاب مي

شود. درنهايت، با توسط هر زيرمجموعه آموزش داده مي

هاي تم، خروجي حاصل از الگوريMVاستفاده از روش 

. مهمترين ]91[شود منفرد با يکديگر ترکیب مي

 است. mTryو  RF ،nTreesپارامترهاي الگوريتم 

 الگوریتم جنگل دورانی -2-1-3

( داراي اين مراحل است: ابتدا RoF) 5جنگل دوراني

( تقسیم Kها به چندين زيرمجموعه ويژگي )ويژگيمجموعه

يک زيرمجموعه ويژگي، شود. سپس براي هر زيرمجموعهمي

شود. در ادامه، انتخاب مي 1اندازبرداري خودراهبا روش نمونه

( روي اين PCA) 1هاي اصليو تحلیل مولفه روش تجزيه

هاي کار رفته و سپس با استفاده از مولفهزيرمجموعه به

PCA يک ماتريس دوران ساخته و مطابق با موقعیت ،

شود. پس از ي آموزشي اصلي مرتب ميها در دادهويژگي

روز هاي آموزشي با ضرب در ماتريس دوران بهکار، نمونهاين

شود. سپس يک مدل از الگوريتم درخت تصمیم با اين مي

شود. مراحل روز شده، آموزش داده ميي آموزشي بهنمونه

قبلي براي چندين الگوريتم درخت تصمیم تکرار تا در هر 

 MVهايت با روش مرحله، يک تنوعي از آن ساخته شود. درن

 RoF. الگوريتم ]93[شود ها با يکديگر ترکیب مينتايج آن

 است. nTrees و Kنیز داراي دو پارامتر تنظیم اصلي شامل 

                                                           
4 Random Subset Feature Selection 

5 Rotation Forest 
6 Bootstrap Samping 

7 Principal Component Analysis 
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 درختی پیشنهادی MCSهای روش -2-2

در سه  CFFو  BFFدرختي نوين  MCSدو روش 

دارد که در شکل  RFهايي نسبت به بخش اصلي پیرايش

هاي بهینه، گام گام انتخاب ويژگيشود: مشاهده مي 7

 .]98[ي نامتوازن ي دادهادغام برچسب و تمرکز بر مسأله

جاي يک الگوريتم انتخاب هاي پیشنهادي بهروش

بندي، از يک الگوريتم پالايشي به نام الگوريتم ويژگي بسته

برد ( بهره ميFCBF) 7پالايشي مبتني بر همبستگي سريع

در فضاي ويژگي  RSFSقايسه با که داراي کارايي قابل م

. ]41[ابعاد بالا و در عین حال، سريعتر از آن است 

هاي پیشنهادي نسبت به همچنین مهمترين تفاوت روش

RFهاي نامتوازن ي داده، تعبیه راهکارهاي حل مسأله

برداري و در ، از يک تکنیک نمونهBFFاست. در روش 

اين مسأله حساس براي حل از يادگیري هزينه CFFروش 

، CFFو  BFFهاي چاره شده است. علاوه بر اين، در روش

هاي ناميافته بهگیري توسعهترتیب دو الگوريتم رأيبه

شود. روش پیشنهاد مي WMVو  OMVهاي الگوريتم

OMV ي بهبوديافته از روش يک نسخهMV  است که دو

کند. همچنین ابهام آن را با راهکارهايي موثر برطرف مي

است که براساس وزن  MVدار ي وزننسخه WMV روش

ي اين . رويه]98[کند گیري ميها اقدام به تصمیمکلاس

 نشان داده شده است. 2گیري در شکل دو الگوريتم رأي
 

 
درختي  MCSهاي با ساختار روش RFتفاوت بین ساختار  -7شکل

 ]CFF ]98و )ب(  BFFپیشنهادي شامل )الف( 

                                                           
1 Fast Correlation-Based Filter 

 BFFروش  -2-2-1

داراي مراحل زير  BFFالف، روش 7مطابق با شکل 

ي آموزشي با استفاده از يک روش است: در ابتدا، نمونه

شده به چندين انداز متوازنبرداري خودراهنمونه

شود. براي هر زيرمجموعه، ابتدا يک زيرمجموعه تقسیم مي

و سپس تعداد انداز از کلاس اقلیت انتخاب ي خودراهنمونه

طور تصادفي و با هاي انتخابي اين کلاس، بهيکسان از داده

 شود.ها انتخاب ميجايگذاري از ساير کلاس

هاي آموزشي، الگوريتم پس از تولید زيرمجموعه

FCBF ي هر زيرمجموعه هاي بهینهبراي انتخاب ويژگي

رود. در ادامه، يک درخت توسط هر زيرمجموعه، کار ميبه

 BFF، در روش RFشود. برخلاف روش داده ميآموزش 

هاي شود. خروجيدرختان بعد از رشد يافتن، هرس مي

با  OMVحاصل از درختان منفرد، سرانجام با روش 

 .]98[شود يکديگر ادغام مي

 CFFروش  -2-2-2

ب به صورت زير 7مطابق با شکل  CFFمراحل روش 

-ز يک نمونهدر اين روش نیز ابتدا ا RFاست: مشابه با روش 

هاي انداز معمولي براي تولید زيرمجموعهبرداري خودراه

، BFFشود. پس از آن مشابه با روش آموزشي استفاده مي

-هاي هر زيرمجموعه بهجهت انتخاب ويژگي FCBFالگوريتم 

رود. سپس، يک درخت تصمیم با عمل هرس شدن کار مي

زش شود. اين آموتوسط هر زيرمجموعه، آموزش داده مي

-حساس با در نظر گرفتن يک جريمهبراساس يادگیري هزينه

شدن کلاس اقلیت انجام طبقه بنديتر براي اشتباهي سنگین

ها با استفاده ي درختان، نتايج آنشود. بعد از آموزش همهمي

شود. در اينجا، وزن الگوريتم ادغام مي WMVاز الگوريتم 

ي ي همهشدهلهاست که از جمع نرمامربوط به وزن کلاس

 .]98[آيد دست ميسطرهاي آن کلاس در ماتريس هزينه به

 ی مطالعاتیها و منطقهمعرفی داده -3

 ی مطالعاتیمشخصات منطقه -3-1

ي مورد مطالعه در اين پژوهش، يک بخش از منطقه

شهر وينیپگ از ايالت مانیتوباي کانادا است. اين منطقه 

با محصولات تابستانه و  تماماً پوشیده از مزارع کشاورزي

هاي در قسمت جنوب شرقي وينیپگ و در حد فاصل طول
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 31ي غربي تا ثانیه 2دقیقه و  5درجه،  31جغرافیايي 

هاي ي غربي و عرضثانیه 79دقیقه و  45درجه، 

 48ي شمالي تا ثانیه 71دقیقه و  92درجه،  41جغرافیايي 

ه است. ي شمالي واقع شدثانیه 51دقیقه و  72درجه، 

هکتار و ارتفاع متوسط آن  411مساحت اين منطقه حدود 

 متر است. 293فوت معادل  148از سطح دريا 

ي مرجع منطقه طي يک آزمايش اعتبارسنجي داده

 2172برداري رطوبت خاک در سال غیرفعال نقشه-فعال

ناسا  SMAPجهت کالیبراسیون و اعتبارسنجي ماهواره 

روز  49هاي اين آزمايش حدود تهیه شد. جمع آوري داده

میلادي طول کشید. در واقع،  2172در تابستان سال 

ي ي توسعهجمع آوري اين مشاهدات در مراحل اولیه

ي ي بیشینهمحصولات کشاورزي شروع و در طول دوره

 .]47[توده پايان يافت تجمع جرم

 
 ]CFF ]98در  WMV، )ب( الگوريتم BFFدر  OMVهاي پیشنهادي: )الف( الگوريتم هاي ادغام برچسب در روشي روشرويه -2شکل

مطالعاتي اين  يي مرجع براي منطقهمطابق با داده

محصول کشاورزي عمده در  1الف(، تنها 9پژوهش )شکل 

پیکسل(، کانولا  14111اين منطقه وجود دارد: سويا )

(، 9538(، نخود فرنگي )85114(، گندم معمولي )15119)

(. علاوه بر اين شش 41771( و جوي دوسر )93712ذرت )

 ( در لابلاي برخي از اين7749برگ )محصول، درختان پهن

شود. سويا، کانولا و گندم، محصولات اين منطقه ديده مي

-هاي اکثريت( و درختان پهنها )کلاسبیشترين تعداد نمونه

هاي اقلیت(. ها را داراست )کلاسبرگ و نخود، کمترين نمونه

ي متوازن و صورت تصادفي )در دو شیوهها بهاين داده 5/1%

شود. همچنین اب ميي آموزشي انتخعنوان نمونهنامتوازن( به

سازي ي اعتبارسنجي جهت بهینهعنوان نمونهها بهداده 71%

ي آزمايشي جهت ها به عنوان نمونهها و مابقي دادهروش

 شود.ها انتخاب ميارزيابي دقت و صحت روش
 

 
جولاي  74و  5هاي ، و )ت( و )ث( تصاوير راداري تاريخ2172جولاي  74و  5هاي )پ( تصاوير نوري تاريخ ي مرجع، )ب( و)الف( داده -9شکل

 ي مطالعاتي اين پژوهشمنطقه 2172
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 ایهای ماهوارهمشخصات داده -3-2

تصاوير دو زماني نوري و راداري  هاي اين پژوهش،داده

و  RapidEyeاي ي ماهوارهسنجنده اخذ شده توسط

 است. UAVSARي هوايي سنجنده

باند طیفي  5داراي  RapidEyeاي ي ماهوارهسنجنده

( و قرمز G(، سبز )Bهاي مرئي شامل آبي )موجدر طول

(R( و طول موج مادون قرمـز نزديک )NIRو باند لبه )-

ي اين سنجنده، دارا بودن ( است. تمايز ويژهREقرمز )

است که مخصوص تجزيه و تحلیل رفتار  REین باند هم

 5هاي . تصاوير نوري، اخذ شده در تاريخ]42[گیاهان است 

میلادي است. اين تصاوير در ديتوم  2172جولاي  74و 

-( زمینNAD-83میلادي ) 7389محلي آمريکاي شمالي 

متر است.  5پذيري مکاني مرجع شده و داراي تفکیک

یب رنگي حقیقي اين تصاوير را پ، ترک9ب و 9هاي شکل

ويژگي نوري  98دهد. از هر دو تصوير نوري، نشان مي

-هاي گیاهي و ويژگيمتنوع شامل باندهاي طیفي، شاخص

 ارائه شده است. 7هاي بافت استخراج شد که در جدول 
 

 ]3[شده در اين پژوهش هاي نوري استفادهويژگي -7جدول
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ي هوايي ، يک سنجندهUAVSARي سنجنده

PolSAR  است که در فرکانسL کند. تصويربرداري مي

هاي کار گرفته شده دقیقاً در همان تاريختصاوير راداري به

ث، 9ت و 9هاي شده است. شکلآوري تصاوير نوري جمع

دهد. اين ترکیب رنگي پائولي اين تصاوير را نشان مي

 SRTM3تصاوير راداري توسط يک مدل ارتفاعي رقومي 

متر( در ديتوم سیستم  31پذيري مکاني حدود )با تفکیک

مرجع شده ( زمینWGS-84) 7384ژئودتیک جهاني 

ابتدا  اين تصاوير، 7ي اسپکلاست. جهت کاهش اثر نوفه

 9پیکسل در جهت آزيموت و  2تصاوير راداري به صورت 

پیکسل در جهت رنج چند ديد شد و سپس، پالايشگر 

پیکسل براي هر دو  5 × 5ي با ابعاد پنجره 2کارباکس

پردازش اين تصوير راداري استفاده شد. پس از پیش

متر کاهش  75ها به پذيري مکاني آنتصاوير، تفکیک

ويژگي راداري همچون  43تصوير راداري،  يافت. از هر دو

هاي قطبش، ضرايب پراکنش، نسبتهاي پسشدت

ي همدوس و ها، و ضرايب تجزيههمبستگي قطبش

 (.2غیرهمدوس هدف استخراج شد )جدول 
 

 ]3[شده در اين پژوهش هاي راداري استفادهويژگي -2جدول
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سازي و استخراج ويژگي از هر دو منبع پس از آماده

شود، هاي هر دو با يکديگر ادغام مينوري و راداري، ويژگي

هاي ي نـوري با کل ويژگيهاي چندزمانهويژگييعني کل 

گیرد. اما قبل از ي راداري در کنار هم قرار ميچندزمـانه

مختصات سیستمادغام، بايستي اين دو منبع با يکديگر هم

ي گرهي بین دو منبع نقطه 77کار از شود. براي اين

-هاي مختلفي زمیناستفاده شد. چون هر يک در ديتوم

اندازه هاي غیرهمهمچنین داراي پیکسلمرجع شده و 

است، بنابراين علاوه بر وجود انتقال، امکان وجود مقیاس و 

حتي کمي هم دوران بین اين دو تصوير وجود دارد. براي 

 آزمايش و 2و  7ي اي با درجههاي چندجملهکار مدلاين

 9بهترين نتیجه براساس خطاي جذر میانگین مربعات

(RMSE .انتخاب شد )آزمايشات نشان داد که چندجمله-

 7ي ( نسبت به درجهRMSE=  91/1) 2ي اي درجه

ي بین تري براي برقراري رابطه( مدل مناسب55/7)

مختصات دو داده است. از روش نزديکترين سیستم

 خاکستري استفاده شد.يابي درجههمسايه نیز، براي درون

                                                           
1 Speckle Noise 
2 Box Car 
3 Root Mean Square Error 
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 سازی و ارزیابی نتایجپیاده -4

ي پارامترهاي بندي، مقادير بهینهطبقهپیش از انجام 

درختي تعیین شد. براي  MCSهاي تنظیمي روش

داراي مقادير  nTreeها، پارامتر مشترک ي روشمقايسه

 7111و  511، 251، 711، 51، 25، 5کم به زياد يعني 

شده براي هاي استفادهدر نظر گرفته شد. همچنین ويژگي

هاي نوري تاريخ : ويژگيها عبارت است ازسازي روشپیاده

هاي نوري (، ترکیب ويژگي2O( و تاريخ دوم )1Oاول )

هاي راداري تاريخ اول (، ويژگيOتاريخ اول و تاريخ دوم )

(1R( و تاريخ دوم )2Rترکیب ويژگي ،) هاي راداري تاريخ

هاي نوري و راداري (، ترکیب ويژگيRاول و تاريخ دوم )

( و سرانجام، ترکیب 2R2O) ( و تاريخ دوم1R1Oتاريخ اول )

(. ORهاي نوري و راداري تاريخ اول و تاريخ دوم )ويژگي

بندي مشاهده شد لازم به ذکر است که پیش از انجام طبقه

سازي ارزش هاي اين پژوهش نسبت به يکسانکه روش

ها به همان ها حساسیت ندارد و بنابراين، ويژگيويژگي

 ده شد.ها استفاسازيصورت خام در پیاده

-ها نیز از کمیتي و ارزيابي دقت روشبراي مقايسه

( و F-score) F-( و امتیازOAهاي معروف دقت کلي )

ها )شامل ها از زمان اجراي روشي سرعت آنبراي مقايسه

ي مراحل آموزش و آزمايش( استفاده شد. علاوه بر مقايسه

ي آموزشي ي نمونهها، تأثیر اندازهدقت و زمان روش

( و تأثیر توزيع )توازن يا عدم %31تا  %1.5هاي دازه)ان

 MCSهاي ي آموزشي روي دقت کلي روشتوازن( نمونه

بندي ترکیب درختي کلاسیک و پیشنهادي در طبقه

( نیز بررسي شد. در انتها نیز ORتصاوير نوري و راداري )

گیري کلاسیک و پیشنهادي هاي رأيدقت و کارايي روش

 گرفت. مورد مقايسه قرار

 درختی MCSهای ی دقت روشمقایسه -4-1

درختي  MCSهاي ي دقت روشنتايج مقايسه

ي آموزشي متوازن و کلاسیک و پیشنهادي با دو نمونه

 شود.ي آموزشي نامتوازن ارائه مينمونه

 ی آموزشی متوازنی دقت با نمونهمقایسه -4-1-1

 های نوریمقایسه با ویژگی 

الف، ب و پ، میانگین 4کل مطابق با نمودارهاي ش

OA هاي )روي تعداد درختان( روشMCS  درختي

ي آموزشي متوازن در هر سه دسته پیشنهادي با نمونه

 OAاز میانگین  %25تا  %7بین حدود  Oو  1O ،2Oويژگي 

( بیشتر RFدرختي کلاسیک )حتي روش  MCSهاي روش

بیشتر از  BFFشد که در اين میان، سهم موفقیت روش 

 CFF، مقدار روش 1Oبود. البته تنها در ويژگي  CFFروش 

شد. علاوه بر اين،  RFکمتر از مقدار روش  %1/1حدود 

در هر سه دسته ويژگي نوري،  OAي مقادير بیشینه

 9هاي پیشنهادي بود. همچنین جدول متعلق به روش

هاي نوري، نتايج در ويژگي BFFنشان داد که روش 

 RFهاي )انحراف معیار کمتري( نسبت به روشتري باثبات

 1Oتنها در ويژگي  CFFحال، روش داشت. با اين RoFو 

تري نسبت به اين دو روش بود و در داراي نتايج باثبات

تري داشت. اين ثباتنتايج خیلي بي Oو  2Oهاي ويژگي

در  CFFي نمودار غیرخطي روش گیري با مشاهدهنتیجه

 کاملاً مشهود بود. ب و پ نیز4هاي شکل

-هاي نوري اينموضوع مهم ديگر نتايج حاصل از ويژگي

در تعداد  BFFويژه روش هاي پیشنهادي بهکه، روش

توان درختان کمتر نیز به دقت بالايي رسید. بنابراين، مي

درختي پیشنهادي در  MCSهاي اظهار داشت که روش

 7هاي جمعيهاي نوري، سیستمبندي فضاي ويژگيطبقه

الف، ب 5هاي آيد. علاوه بر اين، شکلحساب ميکوچکي به

هاي پیشنهادي در تعداد و پ )بالا( نشان داد که روش

( داراي سطح هرس غیرصفر 7111و  511درختان بالا )

ها زماني که تعداد است. اين بدان معناست که اين روش

يابد تا حد زيادي تمايل به کم بارتر درختانشان افزايش مي

هاي کلاسیک ن )يا کوچکتر شدن( دارد. در مقابل، روششد

هاي بالايشان را در تعداد درختان بالا دقت RoFحتي روش 

ها از جمله روش کسب کرد. اين بدان معناست که اين روش

RoF هاي نوري، جزو سیستمبندي فضاي ويژگيدر طبقه-

شود. اين نتیجه، هاي جمعي بزرگ و حجیم محسوب مي

يک  RoFکه روش هاي قبلي مبني بر اينهشادعاي پژو

 کند.سیستم جمعي کوچک است را رد مي

 های راداریمقایسه با ویژگی 

حال تر و در عینهاي راداري متنوعنتايج حاصل از ويژگي

 ،1Rهاي هاي نوري شد. با ويژگيمتفاوت از نتايج ويژگي

تا  TBaهاي پیشنهادي از مقدار نظیر روش روش OAمیانگین 

کمتر از مقادير نظیر  %1تا  %7بیشتر، اما حدود  %2حدود 
                                                           

1 Ensemble System 
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در اين  OAي حال، بیشینهشد. با اين RoFو  RFهاي روش

، میانگین 2Rهاي ويژگي است. با BFFتاريخ متعلق به روش 

OA بیشتر از مقادير  %4تا  %7هاي پیشنهادي حدود روش

ر از مقدار کمت %9تا  %7، اما حدود RFو  TBaهاي نظیر روش

 OA، میانگین Rهاي شد. سرانجام با ويژگي RoFنظیر روش 

بیشتر  %71هاي کلاسیک تا حدود ي روشاز همه BFFروش 

-دقت نسبت به روش %8رغم افزايش علي CFFشده اما روش 

-کسب کرد. با اين RFکمتر از روش  %2باز  RoFو  TBaهاي 

-مشترکاً متعلق به روش Rهاي در ويژگي OAي حال، بیشینه

، ثبات 2Rو  1Rهاي (. در ويژگي%81است ) RFو  CFFهاي 

 RoFو  TBaهاي هاي پیشنهادي اگرچه بیشتر از روشروش

ه رقیب اصليبود، با اين نسبتاً  RFشان يعني حال نسبـت بـ

نسبت به  BFF، نتايج روش Rهاي کمتر بود. البته در ويژگي

-طور کلي ميشتري داشت. بهثبات بی RFو  TBaهاي روش

درختي  MCSهاي توان بیان کرد، اگرچه موفقیت روش

درختي کلاسیک با  MCSهاي پیشنهادي نسبت به روش

هاي نوري مطلق نبود، هاي راداري در مقايسه با ويژگيويژگي

-هاي پیشنهادي، کارايي نسبتاً بالاتري از روشلیکن باز روش

 راداري داشت. هايهاي کلاسیک در فضاي ويژگي

-ت، ث و ج نشان داد کـه روش4بار ديگر نمودارهاي شکل 

هاي کلاسیک با افزايش تعـداد درخـت، دقتشـان نیـز افـزايش 

 RoFيافته و بنابراين مجدداً ادعاي کوچک بودن سیسـتم روش 

تأيیـد  RFو  TBaهـاي بـودن سیسـتم روشرد و ادعاي بـزرگ

تقريباً در تعـداد  BFFهاي پیشنهادي، اگرچه شد. در مورد روش

با افزايش تعـداد  CFFدرختان پايین، دقت بالايي کسب کرد اما 

الـف، 5هـاي حال، شکلدرخت، با افزايش دقت روبرو شد. با اين

 251ب و پ )وسط( نشان داد که با افـزايش تعـداد درخـت )از 

، سـطح هـرس CFFويـژه در روش به بالا( در ايـن دو روش بـه

هاي نـوري ت )اين افزايش نسبت به ويژگيبهینه نیز افزايش ياف

گر آن است که اگرچـه روش زودتر اتفاق افتاد(. اين موضوع بیان

CFF هـاي راداري در در فضاي ويژگـيnTree هـاي بـالا، دقـت

بـار کـردن بالايي کسب کرده لیکن باز تمايل شـديدي بـه کـم

تـوانیم ادعـا کنـیم کـه دو روش درختان خود دارد. پس باز مـي

 باشد.هاي جمعي کوچک ميهادي، سیستمپیشن

 

متوازن و با استفاده از  %1.5با نمونه آموزشي  7111تا  5درختي کلاسیک و پیشنهادي در تعداد درخت  MCSهاي نمودار دقت کلي روش -4شکل

 OR، و )خ( 2R2O، )ح( 1R1O، )چ( R، )ج( 2R، )ث( 1R، )ت( O، )پ( 2O، )ب( 1Oهاي: )الف( ويژگي
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هاي نوري متوازن با استفاده از ويژگي %1.5ي آموزشي ( با نمونهCFFو  BFFدرختي پیشنهادي ) MCSهاي ي روشسطح هرس بهینه -5شکل

 وم، و )پ( ترکیب تاريخ اول و دوم)پايین( در: )الف( تاريخ اول، )ب( تاريخ دهاي نوري و راداري )بالا(، راداري )وسط( و ترکیب ويژگي

 

 های نوری و راداریمقایسه با ترکیب ویژگی 

روش پیشنهادي  OA، میانگین 1R1Oهاي با ويژگي

CFF  هاي ي روشاز مقادير نظیر همه %1تا  %2بین

روش پیشنهادي  OAکلاسیک بیشتر شد. اما میانگین 

BFF  هاي بیشتر از روش %7حدودTBa  وRoF  و حدود

نشان داد  9حال، جدول شد. با اين RFکمتر از روش  9%

، ثبات 1R1Oهاي که نتايج دو روش پیشنهادي با ويژگي

هاي هاي کلاسیک دارد. با ويژگيبیشتري از نتايج روش

2R2Oن ، میانگیOA  هر دو روش پیشنهاديBFF  وCFF 

بیشتر از مقادير نظیر هر سه روش کلاسیک  %5تا حدود 

-هاي رقیبشان بهها نسبت به روششد. همچنین نتايج آن

 ، داراي ثبات بیشتري بود.RFو  TBaهاي ويژه روش

هاي نوري و راداري هر دو تاريخ با يکديگر که ويژگيزماني

بیشتري از  OAداراي میانگین  CFF(، روش ORترکیب شد )

بیشتر(.  %79تا  %2درختي شد )از  MCSهاي ي روشهمه

بیشتر  %71و  %4حدود  BFFروش  OAعلاوه بر اين، میانگین 

 RFو با مقدار نظیر روش  RoFو  TBaهاي از مقادير روش

)حدود  CFFنیز توسط روش  OAي تقريباً برابر شد. بیشینه

ه بر اين، اگرچه ثبات نتايج دو روش ( کسب شد. علاو5/84%

کمتر شده اما  RoFو  TBaهاي پیشنهادي نسبت به روش

 بیشتر شد. RFشان يعني روش نسبت به رقیب اصلي

هاي نوري و مجدداً ديده شد که در ترکیب ويژگي

در  RoFهاي کلاسیک از جمله روش راداري، روش

nTreeهاي وشهاي بالا، دقت بیشتري کسب کرد. در مورد ر

هاي بالا تحقق nTreeهاي بالا در پیشنهادي نیز، اگرچه دقت

حال، با توجه به هرس درختان اين دو روش در يافت، با اين

nTree( باز مشخص است که روش7111تا  711هاي بالا ،)-

بار و کوچک بودن سیستم هاي پیشنهادي همچنان به کم

 پايین(.الف، ب و پ 5خود تمايل زيادي دارد )شکل 

رغم محاسن نسبي که براي دو روش پیشنهادي علي

بندي در طبقه RFويژه روش هاي کلاسیک بهنسبت به روش

-ي آموزشي متوازن بیان شد، با اينبا نمونه ORهاي ويژگي

هاي پیشنهادي ارائه قابلیت بیشتري از روش 1شکل  حال،

ي مهها در هروي کلاس F-scoreداد. اولاً، میانگین دقت 

nTreeبیشتر  %21هاي پیشنهادي تا حدود ها حاصل از روش

 هاي کلاسیک شد.از مقادير نظیرشان حاصل از روش
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درختي  MCSهاي انحراف معیار دقت کلي )%( روش -9جدول

ي آموزشي با نمونه 7111تا  5کلاسیک و پیشنهادي در تعداد درخت 

 متوازن 1.5%

-ويژگي

 ها

درختي  MCSهاي روش

 کلاسیک

 MCSهاي روش

 درختي پیشنهادي
TBa RF RoF BFF CFF 

O1 81/1 11/9 94/9 12/7 55/7 

O2 31/1 18/5 75/9 18/7 11/3 

O 11/2 71/7 17/4 52/7 17/4 

R1 94/5 29/2 24/1 12/4 11/9 

R2 31/9 85/1 81/2 38/7 95/7 

R 22/4 19/5 15/2 23/2 93/1 

O1R1 89/9 59/1 15/5 81/2 98/9 

O2R2 11/8 31/9 28/9 32/9 74/9 

OR 38/1 55/1 51/2 52/4 89/9 

هاي پیشنهادي، علاوه بر دقت متوسط بالاي روش

هاي هاي اقلیت، شامل کلاسکلاس F-scoreدقت 

(، حاصل از اين Brبرگ )( و درختان پهنPeنخودفرنگي )

هاي کلاسیک شد. براي گیرتر از روشها خیلي چشمروش

 %4حدود  nTree = 5در  TBaروش  OAمثال، اگرچه 

با دقت  %7شد و کمتر از  BFFبیشتر از مقدار نظیر روش 

هاي کلاس F-scoreاختلاف دارد، لیکن مقدار  CFFروش 

Pe  وBr  روشTBa  خیلي کمتر از مقادير نظیر آن براي

کمتر(. اگرچه با  %11شد )حدود  CFFو  BFFهاي روش

توسط  Peکلاس  F-scoreافزايش تعداد درختان، مقدار 

افزايش يافت، اما در مقابل مقدار دقت کلاس  TBaروش 

Br هاي پیشنهادي از کاهش و اختلاف دقت آن با روش آن

 هم بیشتر شد. 11%

 

 
 %1.5( با نمونه آموزشي .Aveها )هاي مختلف و میانگین دقتدرختي کلاسیک و پیشنهادي در کلاس MCSهاي روش score-Fنمودار دقت  -1شکل

 7111و )چ(  511، )ج( 251، )ث( 117، )ت( 51، )پ( 25، )ب( 5در تعداد درخت: )الف(  ORهاي متوازن و ويژگي

 F-scoreاگرچه  RF، روش nTree = 5همچنین در 

حال، کسب کرد، با اين Peبراي کلاس  BFFبیشتري از روش 

کمتر از مقدار نظیر  %15آن حدود  Brمقدار دقت کلاس 

شد. با افزايش تعداد درختان، دقت  CFFو  BFFهاي روش

F-score  کلاسPe  حاصل از روشRF  نیز افزايش و حتي در

( مقدار آن 7111و 711، 25ها )nTreeتعداد محدودي از 

يا هر دو شد،  CFFيا  BFFکمي بیشتر از مقادير نظیر روش 

اين روش نسبت به  Brکلاس  F-scoreلیکن هنوز دقت 

 کمتر شده است. %41هاي پیشنهادي تا حدود روش
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برعکس نتايج  RoFحاصل از روش  F-scoreنتايج دقت 
، اگرچه nTree = 5براي مثال در شد.  RFحاصل از روش 

OA  روشRoF  کمتر از دو روش کلاسیک ديگر )يعنيTBa 
حاصل از آن خیلي  Brکلاس  F-score( شد، اما مقدار RFو 

ها شده بیشتر( از مقادير نظیر اين روش %55بیشتر )تا حدود 
هاي کمتر از مقادير نظیر روش %21اي که تنها حدود گونهبه

آن تقريباً  Peکلاس  F-scoreهمچنین مقدار پیشنهادي بود. 
شد. با افزايش تعداد  BFFنزديک به مقدار نظیر روش 

نیز افزايش  RoFروش  Brکلاس  F-scoreدرختان، مقدار 
(، 25ها )بالاتر از nTreeاي که حتي در برخي گونهيافته به

يا هردو بیشتر  CFFيا  BFFمقدار آن از مقدار نظیر روش 
 %91آن تا حدود  Peکلاس  F-scoreشد اما همچنان، مقدار 

طور کلي هاي پیشنهادي بود. بهکمتر از مقادير نظیر روش
درختي  MCSهاي توان اظهار داشت که در میان روشمي

آمیزتري نسبت به دو عملکرد موفقیت RoFکلاسیک، روش 
 .هاي اقلیت داشتروش ديگر در شناسايي کلاس

 F-scoreطور کلي مشاهده شد که انحراف معیار مقادير به
هاي هاي پیشنهادي نسبت به روشها حاصل از روشکلاس

کلاسیک خیلي کمتر شد و اين بدان معني است که مقادير 
هاي پیشنهادي غالباً در يک هاي حاصل از روشدقت کلاس

دقت ي نزديک قرار دارد و نوسانات کمتري بین مقادير بازه
هاي که روشهاي مختلف وجود دارد. درحاليها در کلاسآن

کلاسیک داراي نوسانات زيادي بین کمترين و بیشترين 
ها بود. اين نتايج، نشان از عدم توانايي ذاتي آن F-scoreمقادير 

درختي کلاسیک در شناسايي دقیق و  MCSهاي روش
زشي ي آموهاي اقلیت با استفاده از نمونهمطمئن کلاس

خاطر همان دلیلي است که در مقدمه متوازن دارد و اين به
هاي کلاسیک در کاهش خطاي ذکر شد. در واقع تمرکز روش

هاي اقلیت جاي تمرکز ويژه روي کلاسها بهمجموع روي داده
هاي کلاسیک شد. درمقابل، سبب بروز چنین مشکلي در روش

خوبي از هي آموزشي متوازن بهاي پیشنهادي با نمونهروش
هاي اقلیت با حفظ دقت بالاي بندي کلاسي طبقهعهده

ها گیر براي آنهاي اکثريت برآمد که يک موفقیت چشمکلاس
 شود.محسوب مي RFويژه در مقايسه با رقبايشان به

 ی آموزشی نامتوازنی دقت با نمونهمقایسه -4-1-1

 های نوریمقایسه با ویژگی 
ي آموزشي نامتوازن با نمونهنتايجي که با استفاده از 

( در 1ها کسب شد )شکل هاي نوري توسط روشويژگي
ي آموزشي متوازن شده از نمونهوضعیتي متفاوت با نتايج کسب

با استفاده از  1Oهاي عنوان مثال، در ويژگيقرار داشت. به
 BFFروش پیشنهادي  OAي آموزشي نامتوازن، میانگین نمونه
-کمتر از روش %1تا  %2اما حدود  RoFش بیشتر از رو %9تنها 

از  CFFشد. همچنین مقدار نظیر روش  RFو  TBaهاي 
کمتر از  %4بیشتر اما حدود  RFو کمي هم  RoFهاي روش

نشان از  4شد. علاوه بر اين، جدول  TBaمقدار نظیر روش 
هاي هاي پیشنهادي نسبت به روشثبات کمتر نتايج روش

 ي آموزشي نامتوازن داشت.با نمونه 1Oهاي کلاسیک در ويژگي

درختي کلاسیک و  MCSهاي انحراف معیار دقت کلي )%( روش -4جدول
 نامتوازن %1.5ي آموزشي با نمونه 7111تا  5پیشنهادي در تعداد درخت 

-ويژگي

 ها

درختي  MCSهاي روش
 کلاسیک

 MCSهاي روش
 درختي پیشنهادي

TBa RF RoF BFF CFF 

O1 19/1 13/1 75/1 19/1 22/7 
O2 12/2 72/7 48/1 29/2 37/2 

O 91/9 18/7 12/7 34/7 89/7 

R1 54/7 52/2 52/1 91/9 58/7 
R2 35/2 11/2 32/7 43/7 19/7 

R 12/7 73/9 85/1 52/9 59/2 

O1R1 47/9 87/7 79/2 13/4 41/2 

O2R2 21/7 97/7 81/1 13/2 21/7 

OR 71/2 44/2 14/2 73/2 75/7 

 

، هر دو روش پیشنهادي داراي میانگین 2Oهاي با ويژگي
OA  بیشتر از روشRoF  ( از %71تا  %2اما خیلي کمتر )حدود

بود. همچنین نتايج دو روش پیشنهادي،  TBaو  RFدو روش 
پذيري کمتري نسبت به هر سه روش کلاسیک داشت. با ثبات

بیشتر از  OAفقط داراي میانگین  BFFروش  ،Oهاي ويژگي
بود. روش  TBaو  RFو در مقابل کمتر از دو روش  RoFروش 
CFF هاي رغم کسب مقدار بیشتر از روشنیز عليRF  وRoF 

کسب کرد. طبق روال  TBaکمتر از روش  %9همچنان حدود 
-از روش CFFو  BFFي قبلي، ثبات نتايج دو روش دو نتیجه

طور بیشتر شد. پس به TBaا از روش کمتر ام RoFو  RFهاي 
ي آموزشي نامتوازن، توان بیان داشت که با نمونهکلي مي

درختي پیشنهادي کارايي نسبتاً کمتري از  MCSهاي روش
 هاي نوري داشت.بندي ويژگيهاي کلاسیک در طبقهروش

ي آموزشي متوازن، مشابه با نتايج حاصل از نمونه
هاي عنوان سیستمدرختي کلاسیک به MCSهاي روش

-شود. در مورد روشجمعي بزرگ و پرحجم شناخته مي

نشان از سطح هرس غیرصفر با  8هاي پیشنهادي، شکل 
ها در کوچک هاي نوري دارد که باز تمايل اين روشويژگي
 دهد.بار بودن را نشان ميو کم
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نامتوازن و با استفاده از  %1.5با نمونه آموزشي  7111تا  5درختي کلاسیک و پیشنهادي در تعداد درخت  MCSهاي نمودار دقت کلي روش -1شکل

 OR، و )خ( 2R2O، )ح( 1R1O، )چ( R، )ج( 2R، )ث( 1R، )ت( O، )پ( 2O، )ب( 1Oهاي: )الف( ويژگي

 
هاي نوري نامتوازن با استفاده از ويژگي %1.5ي آموزشي ( با نمونهCFFو  BFFدرختي پیشنهادي ) MCSهاي ي روشسطح هرس بهینه -8شکل

 وم، و )پ( ترکیب تاريخ اول و دومهاي نوري و راداري )پايین( در: )الف( تاريخ اول، )ب( تاريخ د)بالا(، راداري )وسط( و ترکیب ويژگي
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  های راداریمقایسه با ویژگی 

هاي هاي نوري که عملکرد روشبرخلاف نتايج ويژگي

هاي پیشنهادي بود، در کلاسیک بهتر از عملکرد روش

هاي هايي از روشهاي راداري مجدداً موفقیتويژگي

 OA، مقدار میانگین 1Rهاي پیشنهادي ديده شد. با ويژگي

و  TBaهاي هاي پیشنهادي از مقادير نظیر روشروش

RoF  کمتر از مقدار  %2تا  %7بیشتر اما حول و حوش

 مشترکاً OAي حال، بیشینهشد. با اين RF نظیر روش

بود.  RFو روش کلاسیک  BFFمتعلق به روش پیشنهادي 

تر و نتايج باثبات CFFپذيري، نتايج روش از لحاظ ثبات

 بود. RFر از نتايج روش تثباتکم BFFروش 

تا  %2بین  BFFروش  OA، میانگین 2Rهاي با ويژگي

هاي کلاسیک شد. اما براي ي روشبیشتر از همه 71%

هاي بیشتر از روش %1تا  %4، مقدار آن بین CFFروش 

TBa  وRF  کمتر از روش  %2و حدودRoF  شد. ضمن

ي تر از همههاي پیشنهادي باثباتکه، نتايج روشاين

 هاي کلاسیک بود.روش

صورت شد: روش ، نتايج بدينRهاي سرانجام با ويژگي

BFF  هاي کلاسیک شد اما تر از روشموفق %72تا حدود

ولي بین  TBaتر از روش موفق %4تنها حدود  CFFروش 

شد. مشابه  RoFو  RFتر از دو روش ناموفق %4تا  7%

تر از روش باثبات Rحاصل از  CFF، نتايج روش 1Rنتايج 

RF  اما نتايج روشBFF تر از روش ثباتکمRF  .شد

الف، ب و پ )وسط( مجدداً نشان از سطح  8هاي شکل

-ي آموزشي متوازن با ويژگيهرس بالاتر نسبت به نمونه

هاي پیشنهادي داشت که اين هاي راداري براي روش

بود. اين  BFFبیشتر از روش  CFFسطح هرس در روش 

موضوع بار ديگر مويد نتايج پیشین اين پژوهش بود که 

درختي  MCSهاي بار و کوچک بودن روشادعاي کم

 بندي ابعاد بالا را داشت.پیشنهادي در طبقه

 های نوری و راداریمقایسه با ترکیب ویژگی 

و  BFFهاي روش OA، میانگین 1R1Oهاي با ويژگي

CFF  هاي روشبیشتر از مقادير  %1حدودTBa  وRoF  و

-حال بیشینهشد. با اين RFکمتر از مقدار روش  %7حدود 

 BFFو  CFFتوسط همین دو روش پیشنهادي  OAي 

هاي ( کسب شده است. البته، ثبات نتايج روش%89)حدود 

RF و RoF  (. با 4بیشتر از دو روش پیشنهادي شد )جدول

 CFFو  BFFهاي روش OA، میانگین 2R2Oهاي ويژگي

هاي ي روشبیشتر از مقادير نظیر همه %4تا  %7حدود 

MCS نشان  4حال، جدول درختي کلاسیک شد. با اين

هاي کلاسیک داد که مجدداً ثبات نتايج مربوط به روش

هاي پیشنهادي شد. سرانجام، در کمي بیشتر از روش

-ي روشاز همه BFFروش  OA، میانگین ORهاي ويژگي

از  CFFاما مقدار نظیر روش  هاي کلاسیک بیشتر شد،

کمتر از روش  %7بیشتر و حدود  RoFو  TBaهاي روش

RF هاي پیشنهادي شد. در اين مورد، ثبات نتايج روش

 بیشتر بود. RFويژه روش به نسبت به رقبايشان

درختي  MCSهاي ي ديگر در مورد عملکرد روشنتیجه

 هاست: در میانهاي مختلف با ترکیب ويژگيnTreeدر 

با افزايش تعداد  RFو روش  TBaهاي کلاسیک، روش روش

هاي جمعي درخت، دقتشان افزايش يافت و لذا جزو سیستم

شود. اما برخلاف نتايج قبلي اين پژوهش، بزرگ محسوب مي

هاي کوچک، دقت بالايي کسب nTreeدر همان  RoFروش 

که عدم توازن بیـن توان بیان داشت هنگاميکرد. بنابراين مي

ها برقرار است در يک فضاي هاي آموزشي کلاسمونـهن

يک سیستم جمعي کوچک  RoFويژگي ابعاد بزرگ، روش 

هاي قبلي شود. اين نتیجه با ادعاي پژوهشمحسوب مي

نیز  CFFو  BFFهاي پیشنهادي سازگار بود. در مورد روش

الف، ب و پ )پايین( نشان داد که سطح هرس 8هاي شکل

رخت بالا )براي حالت آخر از تعداد درخت درختان در تعداد د

به بالا( افزايش يافت. اين افزايش سطح هرس در مقايسه  51

ويژه براي روش ي آموزشي متوازن خیلي بیشتر شد بهبا نمونه

CFFحجم بودن بار و کم. اين موضوع بار ديگر مويد کم

 هاي پیشنهادي بود.روش

ي درختي با نمونه MCSهاي روش F-scoreنتايج 

ها با ( کمي متفاوت با نتايج آن3آموزشي نامتوازن )شکل 

، میانگین 3( بود. از شکل 1ي آموزشي متوازن )شکل نمونه

ها nTreeها در تمام روي کلاس BFFروش  F-scoreدقت 

هاي کلاسیک بیشتر شد )همانند از مقادير نظیر تمام روش

نسبت به  BFFروش طور جزء به جزء، عملکرد قبل(. به

 هاي اقلیت حتي درهاي کلاسیک در شناسايي کلاسروش

 ي آموزشي متوازن بهتر شده است.مقايسه با نتايج نمونه

تا  BFFروش  Brکلاس  F-scoreبراي مثال، دقت 

هاي ها از مقادير نظیر روشnTreeدر برخي  %15حدود 

هاي روش Brکلاس  F-scoreکلاسیک بیشتر شد. مقدار 

تا حداکثر  %71( بین RFو  TBaويژه دو روش سیک )بهکلا

که  nTree = 25هاي مختلف بود. حتي در nTreeدر  41%
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بود، دقت  BFFبیشتري از روش  OAداراي مقدار  RFروش 

F-score  کلاسPe  وBr  کمتر از  %55و  %5آن حدود

 51ها )nTreeشد. اگرچه در برخي  BFFمقادير نظیر روش 

)و گاهي اوقات  RFروش  Peکلاس  F-scoreبه بالا( مقدار 

بود اما باز  BFF( کمي بالاتر از مقدار نظیر روش TBaروش 

 BFFروش  Brکلاس  F-scoreها، دقت nTreeدر همین 

 شد. TBaو  RFخیلي بیشتر از مقادير نظیر 

 
 %1.5( با نمونه آموزشي .Aveها )هاي مختلف و میانگین دقتدرختي کلاسیک و پیشنهادي در کلاس MCSهاي روش score-Fنمودار دقت  -3شکل

 7111و )چ(  511، )ج( 251، )ث( 711، )ت( 51، )پ( 25، )ب( 5در تعداد درخت: )الف(  ORهاي نامتوازن و ويژگي
 

تر از خیلي پايین F-scoreنیز داراي مقدار  RoFروش 

 = nTreeدر اين دو کلاس است. البته در  BFFروش 

بیشتر  %2حدود  RoFروش  Brمقدار دقت کلاس  1000

آن حدود  Peشد اما در مقابل، دقت کلاس  BFFاز روش 

کمتر شده است. همچنین مشابه نتايج حاصل از  45%

 F-scoreعیار دقت ي آموزشي متوازن، انحراف منمونه

هاي خیلي کمتر از مقادير نظیر روش BFFحاصل از روش 

MCS ي اين موضوع دهندهدرختي کلاسیک شد که نشان

دقتي تقريباً مساوي و با نوسانات کمتر  BFFبود که روش 

 ها کسب کرده است.ي کلاسبراي همه

-، نتايج نسبت به نمونهCFFدر مورد روش پیشنهادي 

آن  F-scoreزن کمي افت داشت. میانگین ي آموزشي متوا

ها nTreeدر تمام  RoFو  TBaهاي از مقادير نظیر روش

( 51ها )بزرگتر از nTreeحال، در برخي بیشتر شد با اين

( کمتر %9تا  %7)حدود  RFمقدار آن از مقدار نظیر روش 

-کلاس F-scoreطور جزئي نیز اگر به مقادير دقت شد. به

يابیم که بنگريم در مي CFFهاي اقلیت حاصل از روش 

آن نسبتاً بیشتر از مقادير نظیر  Brاگرچه دقت کلاس 

اختلاف  BFFهاي کلاسیک شده اما نسبت به روش روش

ها چندان زياد نیست. حتي در آن با مقادير ساير روش

nTree = 50 کمتـر از روش  %4، مقدار آن حدودRF 

حال در مقايسه با شد. با اين RoFکمتر از روش  %95و

که آنتري داشت ضمنبرتري خیلي محسوس TBaروش 

هاي آن نسبت به روش F-scoreمعیار دقت  هنوز انحراف

MCS .درختي کلاسیک کمتر شد 

درختي  MCSهاي ي روشطورکلي، نتايج مقايسهبه

هاي کلاسیک و پیشنهادي مويد اين مطلب بود که روش

ي آموزشي متوازن )حاوي تعداد نهکلاسیک چه با نمو

ي هاي يکسان براي هر کلاس( و چه با نمونهنمونه

هاي يکسان آموزشي نامتوازن )حاوي درصد نسبي نمونه
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هاي مختلف براي عبارتي تعداد نمونهبراي هر کلاس يا به 

هر کلاس( قادر نبود تا دقت متناسب و کافي براي 

لذا همواره خطاي هاي اقلیت کسب کند و شناسايي کلاس

ها توسط اين شدگي اين کلاسشدگي يا حذفاضافه

ي هاي کلاسیک در نمونهها بالا بود. اين مشکل روشروش

 آموزشي نامتوازن بیشتر مشاهده شد.

چه  BFFويژه روش هاي پیشنهادي بهدر مقابل، روش

ي آموزشي ي آموزشي متوازن و چه با نمونهبا نمونه

بالايي در تشخیص دقیق و مطمئن نامتوازن کارآمدي 

هاي اقلیت داشت. البته ويژه کلاسها بهي کلاسهمه

ي اندازهبه CFFبايستي اعتراف نمود که روش پیشنهادي 

ي آموزشي نامتوازن در با نمونه BFFروش پیشنهادي 

 هاي اقلیت کارآمد نبود.تشخیص دقیق کلاس

 درختی MCSهای ی زمان روشمقایسه -4-2

درختي  MCSهاي ، نمودار زمان اجراي روش71شکل 

 %5/1ي آموزشي کلاسیک و پیشنهادي با استفاده از نمونه

نشان  7111تا  5متوازن و نامتوازن را در تعداد درخت 

دهد. اين زمان در حین اجراي مراحل آموزش و مي

ها حالت ويژگي 3ها روي تمام آزمايش هر يک از روش

(1O  تاOR محاسبه شده ).است 

ي آموزشي الف، با استفاده از نمونه71مطابق با شکل 

درختي )هم  MCSهاي متوازن، زمان اجراي تمام الگوريتم

-کلاسیک و هم پیشنهادي( با افزايش تعداد درختان، به

ها، ي روشصورت صعودي افزايش يافت. در بین همه

از زمان کمتر و سرعت اجراي بیشتري  TBaروش 

يک سیر  251که تا تعداد درخت برخوردار بود. ضمن آن

نسبتاً خطي افقي و پس از آن، يک سیر صعودي يا فزاينده 

به بعد، سیر  5از همان تعداد درخت  RoFداشت. روش 

ي زمان اجراي خود را با يک شیب صعودي يا فزاينده

يک  RFبل، زمان اجراي روش نسبتاً ثابت پیش برد. در مقا

اي که با گونهسیر صعودي شديد با شیب تند داشت به

افزايش تعداد درخت، اختلاف زمان اجراي اين روش با 

 ها نیز به شدت افزايش يافت.ساير روش

نیز با  CFFو  BFFهاي پیشنهادي زمان اجراي روش

تفاوت که شیب افزايش تعداد درختان، زياد شد با اين

کمتر از شیب افزايش بعد  nTree = 100ش تا قبل از افزاي

هاي پیشنهادي با سرعتي از آن بود. اين موضوع که روش

توانسته به دقتي برابر يا  RFبرابر سرعت روش مشهور  1

بیشتر دست يابد و همچنین در  %71حتي گاهي تا حدود 

تر باشد، هاي اقلیت موفقشناسايي مطمئن و دقیق کلاس

هاي پیشنهادي و ارزش ستودني براي روشيک موفقیت 

 RFعنوان جايگزيني مناسب و سريع روش مشهور به

 شود.محسوب مي

 
درختي کلاسیک و  MCSهاي نمودار زمان اجراي روش -71شکل

 %1.5ي آموزشي با نمونه 7111تا  5پیشنهادي در تعداد درخت 

 )الف( متوازن و )ب( نامتوازن

 

ب 71ي آموزشي نامتوازن، شکل با استفاده از نمونه

هاي کلاسیک از نشان داد که شیب زمان اجراي روش

اي گونهرشد بیشتري پیدا کرده به RFو  TBaجمله روش 

نیز بیشتر  RoFاز زمان روش  TBaکه زمان اجراي روش 

نیز همچنان  RFبه بعد( و روش  nTree = 25شد )از 

 رايي را داراست.ترين روند اجطولاني

نیز  CFFو  BFFهاي پیشنهادي زمان اجراي روش

هاي افزايش يافته است. اما اولًا اين افزايش نسبت به روش

ي قبلي، کلاسیک خیلي کمتر بود. ثانیاً برخلاف نتیجه

 nTree = 100هاي پیشنهادي تا قبل از زمان اجراي روش

واقع بعد داراي شیب بیشتري نسبت به بعد از آن بود. در 
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هاي پیشنهادي زمان اجراي روش ،711از تعداد درخت 

بیني کاهش يافته و حتي در تعداد درخت برخلاف پیش

و  TBaهاي نزديک يا کمتر از زمان اجراي روش 7111

RoF  بیشتر و همچنین  %71شد. حصول دقت کلي تا

هاي اقلیت با بالا براي کلاس F-scoreهاي حصول دقت

هاي کلاسیک، برگ بتاً برابر با اين روشسرعت اجراي نس

 هاي پیشنهادي بود.زرين ديگري از موفقیت روش

ي آموزشي هاي پیشنهادي با نمونهدلیل اينکه روش

نامتوازن در تعداد درختان بزرگتر داراي شیب زمان کمتر 

توان از روي نسبت به تعداد درختان کوچکتر شده را مي

ي پیشنهادي( توجیه ها)سطح هرس بهینه روش 8شکل 

هاي ها، ديده شد که در ويژگينمود. با رجوع به اين شکل

هاي پیشنهادي به نوري، راداري و ترکیبشان، میل روش

گیري هاي بزرگتر افزايش چشمnTreeهرس درختان در 

-بار شدن و کوچک شدن اين روشيافته و همین باعث کم

نیز سريعتر  هاها شده و بنابراين فرآيند آزمايش اين روش

 انجام شده است.

درختي پیشنهادي، عملکرد روش  MCSبین دو روش 

BFF  ي آموزشي مورد )با استفاده از نمونه 3مورد از  1در

مورد )نامتوازن( بهتر از روش  3مورد از  5متوازن( و در 

CFF  میانگین( بودOA  وF-score به .)علاوه، دقت بالاتر

ي هم با نمونه BFFهاي اقلیت در شناسايي کلاس

ي آموزشي نامتوازن نسبت آموزشي متوازن و هم با نمونه

در مجموع  BFFبیشتر بود. همچنین، ثبات نتايج  CFFبه 

نیز خیلي  BFFبود. زمان اجراي  CFFبیشتر از نتايج 

بود. دلیل سرعت بالاتر روش  CFFکمتر از زمان اجراي 

BFF  نسبت به روشCFF تفاده از توان به دلیل اسرا مي

دانست  CFFحساس در ماتريس هزينه و يادگیري هزينه

 CFFکه باعث کند شدن روند اجراي فرآيند آموزش روش 

ها، روش شود. به لطف اين مزيتمي BFFنسبت به روش 

BFF  نسبت به روشCFF هاي بندي زمینبراي طبقه

 ي مطالعاتي بیشتر قابل تحسین است.کشاورزي منطقه

 ی آموزشی روی دقتی نمونهاندازهتأثیر  -4-3

هاي مختلف ي بهتر تأثیر اندازهجهت بررسي و مقايسه

درختي،  MCSهاي ي آموزشي روي دقت کلي روشنمونه

( نیز استفاده شد. DT) 7از الگوريتم درخت تصمیم منفرد

                                                           
1 Decision Tree 

، %5/1هاي آموزشي از کم به زياد تأثیر اندازه 77شکل 

)در حالت  %31و  11%، 51%، 91%، 71%، 5%، 9%، 7%

 OAبر روي  ORهاي متوازن( را با استفاده از کل ويژگي

( نشان 5درختي )با تعداد درخت  MCSو  DTهاي روش

( STD( و انحراف معیار ).Aveدهد. همچنین میانگین )مي

ي هاي مختلف نمونهها در اندازهاين روش OAمقادير 

 آورده شده است. 5آموزشي در جدول 

درختي  MCSهاي مقادير دقت کلي )%( روش STDو  Ave -5جدول

(nTree = 5در اندازه )ي آموزشيهاي مختلف نمونه 

 پیشنهادي کلاسیک منفرد 

 DT TBa RF RoF BFF CFF 

Ave. 22/11 27/85 71/89 81/82 43/84 11/81 

STD 13/27 42/72 71/79 14/79 11/8 25/8 

 

 DTروش  OAمشاهده شد که متوسط  5از جدول 

درختي  MCSهاي روش OAو متوسط  %11کمتر از 

نیز نشان داد، روش  77شده است. شکل  %81بیشتر از 

DT (، %71هاي آموزشي کوچکتر )کمتر از منفرد در اندازه

کسب کرد. در واقع میزان  %81هاي کلي کمتر از دقت

درختي در اين  MCSهاي اختلاف دقت اين روش با روش

(. هر قدر %41هاي کوچک خیلي زياد بود )حدود اندازه

اين روش منفرد  OAي آموزشي بزرگتر شد، ي نمونهاندازه

 MCSهاي روش OAافزايش و میزان اختلاف آن با 

-ي نمونهاي که مثلاً در اندازهگونهدرختي نیز کمتر شد. به

)يک  %4 تا %9، اين اختلاف به حدود %31ي آموزشي 

( تقلیل %5/1ي آموزشي ي نمونهدهم اختلاف در اندازه

و  DTيافت. اين موضوع از شیب بیشتر نمودار خطي روش 

 MCSهاي شیب نسبتاً کمتر نمودارهاي خطي روش

درختي نیز کاملاً مشهود بود. اين نتايج و همچنین مقدار 

 DT( نشان داد که روش 22انحراف معیار بالاي آن )حدود 

ي آموزشي حساس است. اين بدان ي نمونهداً به اندازهشدي

ي آموزشي ناکافي در معناست که اين روش با تعداد نمونه

 شود.يک فضاي ويژگي ابعاد بالا شديداً دچار مشکل مي

درختي که از انحراف معیار  MCSهاي در مقابل، روش

تري برخوردار است داراي کارايي و عملکرد مناسبي پايین

-هاي کوچک نمونهاي ويژگي ابعاد بالا حتي با اندازهدر فض

درختي  MCSهاي ي آموزشي است. در اين میان، روش

نسبت  پذيري بیشترکمتر داراي ثبات STDپیشنهادي با 

-درختي کلاسیک است. بنابراين مي MCSهاي به روش
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درختي پیشنهادي  MCSهاي توان ادعا کرد که روش 

آموزشي حساسیت کمتري از  يي نمونهنسبت به اندازه

درختي کلاسیک دارد که يک امتیاز براي  MCSهاي روش

 شود.هاي پیشنهادي محسوب ميروش

 
 درختي MCSهاي ي آموزشي روي دقت کلي روشي کم تا زياد نمونهتأثیر اندازه -77شکل

 

 گیریهای رأیی دقت روشمقایسه -4-4

شناسي توضیح داده شد، طور که در بخش روشهمان

و روش  OMVگیري هدفمند از تکنیک رأي BFFروش 

CFF دار گیري وزناز تکنیک رأيWMV جاي بهMV  در

ساختار خود استفاده کرد. در اين بخش، قصد داريم تا 

 BFFو  MVبا  BFFاي بین نتايج حاصل از روش مقايسه

و  MVبا  CFFو همچنین نتايج حاصل از روش  OMVبا 

CFF  باWMV .انجام دهیم 

 BFFو  BFF {MV}هاي نمودار دقت روش 72شکل 

{OMV}  درnTree ي با استفاده از نمونه 7111تا  5هاي

را  ORهاي متوازن و نامتوازن و با ويژگي %5/1آموزشي 

 CFFهايروشدهد. همچنین، نمودار دقت نشان مي

{MV}  وCFF {WMV}  شود.مشاهده مي 79در شکل 

 
 )الف( متوازن و )ب( نامتوازن %51.ي آموزشي با نمونه BFF {OMV}و  BFF {MV}هاي روش OAنمودار  -72شکل

 

 
 )الف( متوازن و )ب( نامتوازن %1.5 ي آموزشيبا نمونه CFF {WMV}و  CFF {MV}هاي روش OAنمودار  -79شکل
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شود، تکنیک الف ديده مي72طور که در شکل همان

( %9)متوسط  %5تا  %2توانسته حدود  OMVگیري رأي

 MVگیري را نسبت به تکنیک رأي BFFدقت کلي روش 

 متوازن افزايش دهد. %5/1ي آموزشي با استفاده از نمونه

ي آموزشي نامتوازن استفاده همچنین وقتي از نمونه

 %5/5تا  %2/2ب(، افزايش دقت کلي بین 72شد )شکل 

هاي ( بود. اين افزايش دقت در تعداد درخت%1/9)متوسط 

هاي بالاتر ( بیشتر و در تعداد درختnTree < 100پايین )

گیري توان اظهار داشت که روش رأيکمتر بود. پس مي

کارگیري دو ترفند اضافي، دلیل بهبه OMVهدفمند 

گیري کلاسیک موفقیت بیشتري نسبت به تکنیک رأي

MV  در روشBFF .ايفا کرده است 

الف نشان داد که تکنیک 79، شکل CFFدر مورد روش 

( دقت %1/9)متوسط  %1تا  %2حدود  WMVگیري رأي

با  MVگیري را نسبت به تکنیک رأي CFFکلي روش 

ي آموزشي متوازن افزايش داده است. اين استفاده از نمونه

بیشتر شده  %2تا  %7حدود  OMVمیزان افزايش نسبت به 

هنگام استفاده از  OMVبرخلاف روش  حال،است. با اين

 WMVي آموزشي نامتوازن، میزان افزايش دقت روش نمونه

و  %5تا  %8/7کاهش يافته است )بین  MVنسبت به 

توان ادعا کرد تکنیک طور کلي مي(. پس به%2/9 متوسط

دلیل استفاده از ماتريس هزينه به WMVدار گیري وزنرأي

نسبت به تکنیک  CFFهاي مختلف کلاسي در روش و وزن

تر است. ارجح و موفق MVگیري ساده و کلاسیک رأي

-، میزان افزايش دقت در تعداد درختOMVهمانند روش 

تر است و اين موضوع بار ديگر محسوسهاي پايین بیشتر و 

مويد اين مطلب است که دو روش پیشنهادي اين پژوهش 

بندي هاي طبقهجزو سیستم CFFو  BFFهاي يعني روش

 شود.حجم محسوب ميجمعي کوچک و کم

 گیرینتیجه -5

هاي کشاورزي يک بندي زمیناين پژوهش به طبقه

و  RapidEyeي ي محلي کانادا از تصاوير دوزمانهمنطقه

UAVSAR ي کنندهبنديهاي طبقهبا استفاده از سیستم

 MCSهاي ( درختي پرداخت. روشMCSي )چندگانه

(، جنگل TBaدرختي کلاسیک شامل بگینگ درختي )

 MCSهاي ( با روشRoF( و جنگل دوراني )RFتصادفي )

( و BFFشده )درختي نوين شامل جنگل پالايشي متوازن

( مقايسه شد. نتايج CFFحساس )هزينهجنگل پالايشي 

ي بندي تصاوير نوري با نمونهنشان داد که در طبقه

ي بندي تصاوير راداري با نمونهآموزشي متوازن و طبقه

هاي نوين خیلي آموزشي نامتوازن، کارايي و عملکرد روش

بندي تصاوير هاي کلاسیک بود. اما در طبقهبهتر از روش

بندي تصاوير شي نامتوازن و طبقهي آموزنوري با نمونه

ي آموزشي متوازن، کارايي هر دو دسته راداري با نمونه

بندي ترکیب روش تقريباً يکسان بود. همچنین، در طبقه

ي آموزشي متوازن و تصاوير نوري و راداري، هم با نمونه

هاي نوين خیلي هم نامتوازن، کارايي، عملکرد و ثبات روش

 سیک بود.هاي کلابهتر از روش

هاي نوين مهمترين خصوصیت و قابلیت ممتاز روش

، RFنسبت به رقبايشان از جمله  BFFويژه روش به

-ها در شناسايي بهتر همهتر و بهتر اين روشعملکرد موفق

هاي اقلیت کشاورزي هم با ويژه کلاسي محصولات به

-ي جالبي آموزشي متوازن و هم نامتوازن بود. نکتهنمونه

ها حتي در تعداد درختان پايین به اين که اين روشتر اين

هاي کلاسیک که، روشي مهم دست يافت. در حالينتیجه

هاي اقلیت مخصوصاً در تعداد درختان در شناسايي کلاس

-هاي روشپايین عملکرد ضعیفي از خود نشان داد. قابلیت

که متوجه تر خواهد بود هنگاميهاي نوين جالب توجه

برابر  21تا  71ها با سرعتي حدود اين موفقیتشويم مي

 دست آمده است.به RFشان سرعت رقیب اصلي

هاي گیري ديگر اين پژوهش اين بود که روشنتیجه

ي آموزشي حساسیت کمتر و ي نمونهنوين نسبت به اندازه

علاوه، هاي کلاسیک داشت. بهثبات بیشتري از روش

آموزشي، حساسیت ي نسبت به توازن/عدم توازن نمونه

 هاي کلاسیک بود.هاي نوين خیلي کمتر از روشروش

-هاي کلاسیک، سیستمهاي نوين برخلاف روشروش

-تر بود. اين به دو معنا بود: روشحجمتر و کمهاي کوچک

ها نسبتاً زياد بود، در که تعداد ويژگيهاي نوين زماني

 هاي بالا دست يافت.همان تعداد درخت پايین به دقت

ها خیلي زياد بود اگرچه که تعداد ويژگيهمچنین زماني

هاي نوين در تعداد درختان بالا افزايش يافت با دقت روش

هاي دلیل هرس شدن درختان باز روشحال، بهاين

هاي نوين بارتر شد. در واقع روشحجم و کمپیشنهادي کم

 تر کردن خود داشت.غالباً تمايل زيادي به کوچک

 MCSهاي هاي روشتوان علل موفقیتمي طور کليبه

( بهبود دقت 7درختي نوين را در اين موارد خلاصه نمود: 
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اي به طور عمدههاي نوين نسبت به رقبايشان بهکلي روش 

-ي دادهبخش ادغام تصمیم و بخش راهکارهاي حل مساله

( بهبود دقت شناسايي 2شد. هاي نامتوازن مرتبط مي

هاي نوين نسبت به رقبايشان به هاي اقلیت در روشکلاس

هاي نامتوازن در اين ي دادهبخش راهکارهاي حل مساله

هاي ( بهبود سرعت اجراي روش9شد. ها مرتبط ميروش

اي به بخش انتخاب طور عمدهنوين نسبت به رقبايشان به

( در 4شد. ويژگي و سپس بخش هرس کردن مرتبط مي

هاي جمعي ستمبار شدن سیحجم شدن و کمنهايت، کم

طور زيادي به بخش هرس کردن در اين هاي نوين بهروش

 شد.ها مرتبط ميروش

 مراجع

Foody, G.M., M.B. Mcculloch, and W.B. Yates. 1994. “Crop Classification from C-Band Polarimetric Radar 
Data.” Int. J. Remote Sens. 15(14), 2871–2885. 

[1] 

Huang, X., J. Wang, J. Shang, C. Liao, and J. Liu. 2017. “Application of Polarization Signature to Land 
Cover Scattering Mechanism Analysis and Classification Using Multi-Temporal C-band Polarimetric 
RADARSAT-2 Imagery.” Remote Sens. Environ. 193, 11–28. 

[2] 

Joshi, N., M. Baumann, A. Ehammer, R. Fensholt, K. Grogan, P. Hostert, M.R. Jepsen, T. Kuemmerle, P. 
Meyfroidt, E.T.A. Mitchard, J. Reiche, C.M. Ryan, and B. Waske. 2016. “A Review of the Application of 
Optical and Radar Remote Sensing Data Fusion to Land Use Mapping and Monitoring.” Remote Sens. 
8(1), 70, 1–23. 

[3] 

Richards, J.A., and J.A. Richards. 1999. “Remote Sensing Digital Image Analysis.” Vol. 3, Berlin et al.: 
Springer. 

[4] 

Peña-Barragán, J.M., M.K. Ngugi, R.E. Plant, and J. Six. 2011. “Object-Based Crop Identification Using 
Multiple Vegetation Indices, Textural Features and Crop Phenology.” Remote Sens. Environ. 115(6), 1301–
1316. 

[5] 

Ursani, A.A., K. Kpalma, C.C. Lelong, and J. Ronsin. 2012. “Fusion of Textural and Spectral Information for 
Tree Crop and Other Agricultural Cover Mapping with Very-High Resolution Satellite Images.” IEEE J. 
Selected Topics in App. Earth Observ. Remote Sens. 5(1), 225–235. 

[6] 

Kim, H.O., and J.M. Yeom. 2014. “Effect of Red-Edge and Texture Features for Object-Based Paddy Rice 
Crop Classification Using RapidEye Multi-Spectral Satellite Image Data.” Int. J. Remote Sens. 35(19), 
7046–7068. 

[7] 

Khosravi, I., A. Safari, and S. Homayouni. 2018. “MSMD: Maximum Separability and Minimum 
Dependency Feature Selection for Cropland Classification from Optical and Radar Data.” Int. J. Remote 
Sens. In Press. 

[8] 

Loosvelt, L., J. Peters, H. Skriver, B. De Baets, and N.E. Verhoest. 2012. “Impact of Reducing Polarimetric 
SAR Input on the Uncertainty of Crop Classifications Based on the Random Forests Algorithm.” IEEE Tran. 
Geosci. Remote Sens. 50(10), 4185–4200. 

[9] 

Tamiminia, H., S. Homayouni, H. McNairn, and A. Safari. 2017. “A Particle Swarm Optimized Kernel-Based 
Clustering Method for Crop Mapping from Multi-Temporal Polarimetric L-band SAR Observations.” Int. J. 
App. Earth Observ. Geoinf. 58, 201-212, 2017. 

[10] 

Bruzzone, L., M. Marconcini, U. Wegmüller, and A. Wiesmann. 2004. “An Advanced System for the 
Automatic Classification of Multitemporal SAR Images.” IEEE Tran. Geosci. Remote Sens. 42, 1321–1334. 

[11] 

Lee, J.S., M.R. Grunes, and G. De Grandi. 1999. “Polarimetric SAR Speckle Filtering and Its Implication for 
Classification.” IEEE Tran. Geosci. Remote Sens. 37(5), 2363–2373. 

[12] 

Villa, P., D. Stroppiana, G. Fontanelli, R. Azar, and P.A. Brivio. 2015. “In-Season Mapping of Crop Type 
with Optical and X-Band SAR Data: A Classification Tree Approach Using Synoptic Seasonal Features.” 
Remote Sens. 7(10), 12859–12886. 

[13] 

McNairn, H., C. Champagne, J. Shang, D. Holmstrom, and G. Reichert. 2009a. “Integration of Optical and 
Synthetic Aperture Radar (SAR) Imagery for Delivering Operational Annual Crop Inventories.” ISPRS J. 
Photogrammetry and Remote Sens. 64(5), 434–449. 

[14] 

Haldar, D., and C. Patnaik. 2010. “Synergistic Use of Multi-Temporal Radarsat SAR and AWiFS Data for 
Rabi Rice Identification.” J. Indian Soc. Remote Sens. 38(1), 153–160. 

[15] 

Torbick, N., W.A. Salas, S. Hagen, and X. Xiao. 2011a. “Monitoring Rice Agriculture in the Sacramento 
Valley, USA with Multitemporal PALSAR and MODIS Imagery.” IEEE J. Selected Topics in App. Earth 
Observ. Remote Sens. 4(2), 451–457. 

[16] 

32



  

 

ي
لم

 ع
يه

شر
ن

- 
 عل

ي
هش

ژو
پ

تم
هش

ره 
دو

ي، 
دار

 بر
شه

 نق
ون

 فن
م و

و
ره 

ما
 ش

،
2 ،

ذر
آ

 
اه 

م
79

31
  

 

 

س
ا

 

Inglada, J., A. Vincent, M. Arias, and C. Marais-Sicre. 2016. Improved Early Crop Type Identification by 
Joint Use of High Temporal Resolution SAR and Optical Image Time Series. Remote Sens. 8(5), 362. 

[17] 

Skakun, S., N. Kussul, A. Y. Shelestov, M. Lavreniuk, and O. Kussul. 2016. “Efficiency Assessment of 
Multitemporal C-band Radarsat-2 Intensity and Landsat-8 Surface Reflectance Satellite Imagery for Crop 
Classification in Ukraine.” IEEE J. Selected Topics in Appl. Earth Observ and Remote Sens. 9(8), 3712–
3719. 

[18] 

Ulaby, F.T., R.Y. Li, and K.S. Shanmugan. 1982. “Crop Classification Using Airborne Radar and Landsat 
Data.” IEEE Tran. Geosci. Remote Sens. (1), 42–51. 

[19] 

Brisco, B., and R.J. Brown. 1995. “Multidate SAR/TM Synergism for Crop Classification in Western 
Canada.” Photogrammetric Eng. Remote Sens. 61(8), 1009–1014. 

[20] 

Ban, Y. 2003. “Synergy of Multitemporal ERS-1 SAR and Landsat TM Data for Classification of Agricultural 
Crops.” Canadian J. Remote Sens. 29 (4), 518–526. 

[21] 

Choudhury, I., and M. Chakraborty. 2004. “Analysis of Temporal SAR and Optical Data for Rice Mapping.” 
J. Indian Soc. Remote Sens. 32(4), 373–385. 

[22] 

McNairn, H., J. Shang, X. Jiao, and C. Champagne. 2009b. “The Contribution of ALOS PALSAR 
Multipolarization and Polarimetric Data to Crop Classification.” IEEE Tran. Geosci. Remote Sens. 47(12), 
3981–3992. 

[23] 

Larrañaga, A., J. Álvarez-Mozos, and L. Albizua. 2011. “Crop Classification in Rain-Fed and Irrigated 
Agricultural Areas Using Landsat TM and ALOS/PALSAR Data.” Canadian J. Remote Sens. 37(1), 157–
170. 

[24] 

Hütt, C., W. Koppe, Y. Miao, and G. Bareth. 2016. “Best Accuracy Land Use/Land Cover (LULC) 
Classification to Derive Crop Types Using Multitemporal, Multisensor, and Multi-Polarization SAR Satellite 
Images.” Remote Sens. 8(8), 684. 

[25] 

Waske, B., and S. Van Der Linden 2008. “Classifying Multilevel Imagery from SAR and Optical Sensors by 
Decision Fusion.” IEEE Tran. Geosci. Remote Sens. 46(5), 1457–1466. 

[26] 

Kussul, N., G. Lemoine, F. J. Gallego, S. V. Skakun, M. Lavreniuk, and A. Y. Shelestov. 2016. “Parcel-
Based Crop Classification in Ukraine Using Landsat-8 Data and Sentinel-1A Data.” IEEE J. Selected 
Topics in Appl. Earth Observ. and Remote Sens. 9(6), 2500–2508.  

[27] 

Navarro, A., J. Rolim, I. Miguel, J. Catalão, J. Silva, M. Painho, and Z. Vekerdy. 2016. “Crop Monitoring 
Based on SPOT-5 Take-5 and Sentinel-1A Data for the Estimation of Crop Water Requirements.” Remote 
Sens. 8(6), 525. 

[28] 

Park, S., and J. Im. 2016. “Classification of Croplands Through Fusion of Optical and SAR Time Series 
Data.” ISPRS-International Archives of the Photogrammetry, Remote Sens. Spa. Inf. Sci. 703–704. 

[29] 

Wang, X.Y., Y.G. Guo, J. He, and L.T. Du. 2016b. “Fusion of HJ1B and ALOS PALSAR Data for Land 
Cover Classification Using Machine Learning Methods.” Int. J. App. Earth Observ. Geoinf. 52, 192–203. 

[30] 

Polikar, R. 2006. “Ensemble Based Systems in Decision Making.” IEEE Circuits and Systems Mag. 6(3), 
21–45. 

[31] 

Du, P., J. Xia, W. Zhang, K. Tan, Y. Liu, and S. Liu. 2012. “Multiple Classifier System for Remote Sensing 
Image Classification: A Review.” Sens. 12(4), 4764–4792. 

[32] 

Mountrakis, G., J. Im, and C. Ogole. 2011. “Support Vector Machines in Remote Sensing: A Review.” 
ISPRS J. Photogrammetry and Remote Sens. 66(3), 247–259. 

[33] 

Khosravi, I., and M. Akhondzadeh. 2014. “The Use of Multiple Classifier Systems for Improving the 
Classification Accuracy of High-Dimensional Fully Polarimetric SAR Images.” Engineering Journal of 
Geospatial Information Technology, 2(3), 69–84. 

[34] 

Blaes, X., L. Vanhalle, and P. Defourny. 2005. “Efficiency of Crop Identification Based on Optical and SAR 
Image Time Series.” Remote Sens. Environ. 96(3), 352–365. 

[35] 

Forkuor, G., C. Conrad, M. Thiel, T. Ullmann, and E. Zoungrana. 2014. “Integration of Optical and 
Synthetic Aperture Radar Imagery for Improving Crop Mapping in Northwestern Benin, West Africa.” 
Remote Sens. 6(7), 6472–6499. 

[36] 

Breiman, L. 2001. “Random forests.” Machine Learning 45(1), 5–32. [37] 

Khosravi, I., A. Safari, S. Homayouni, and H. McNairn. 2017. “Enhanced Decision Tree Ensembles for 
Land Cover Mapping from Fully Polarimetric SAR Data.” Int. J. Remote Sens. 38(23), 7138–7160. 

[38] 

Rodriguez, J.J., L.I. Kuncheva, and C.J. Alonso. 2006. “Rotation Forest: A New Classifier Ensemble 
Method.” IEEE Trans. Pattern Anal. Mach. Intell. 28(10), 1619–1630. 

[39] 

33



 

 

تم
یس

س
قه

طب
ي 

ها
ي

ند
ب

ده
نن

ک
انه

دگ
چن

ي 
 به

ي
خت

در
ن 

وي
ي ن

ور
نظ

م
 

قه
طب

ي
ند

ب
 ...

 

 Senliol, B., G. Gulgezen, L., Yu, and Z. Cataltepe. 2008. “Fast Correlation Based Filter (FCBF) with a 
Different Search Strategy.” In Int. Symp. on Comp. Inf. Sci. 27–29. 

[40] 

McNairn, H., T. J. Jackson, G. Wiseman, S. Belair, A. Berg, P. Bullock, A. Colliander, M.H. Cosh, S.-B. 
Kim, R. Magagi, and M. Moghaddam. 2015. “The Soil Moisture Active Passive Validation Experiment 2012 
(SMAPVEX12): Prelaunch calibration and validation of the SMAP soil moisture algorithms.” IEEE Tran. 
Geosci. Remote Sens. 53(5), 2784–2801. 

[41] 

Schuster, C., M. Förster, and B. Kleinschmit. 2012. “Testing the Red Edge Channel for Improving Land-
Use Classifications Based on High-Resolution Multi-Spectral Satellite Data.” Int. J. Remote Sens. 33(17), 
5583–5599. 

[42] 

 
 

34




