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های مبتنی بر مدل ییهوا یحرارت-یمرئ هایبندی اطلاعات سنجندهطبقه

 یادگیری ژرف

 2فرهاد صمدزادگان، 1قاسم عبدی

 دانشگاه تهران -هاي فني پرديس دانشکده -برداري و اطلاعات مکاني دسي نقشهدانشکده مهن -دکتري فتوگرامتري  1
ghasem.abdi@ut.ac.ir 

 دانشگاه تهران -هاي فني پرديس دانشکده -برداري و اطلاعات مکاني دسي نقشهاستاد دانشکده مهن 2
samadz@ut.ac.ir 

 (1931 اسفند، تاريخ تصويب 1931 آذر)تاريخ دريافت  

 چکیده

چندگانه به منظور  يهافضابرد در حوزه سنجش از دور، ادغام اطلاعات سنجنده ايهوابرد و  يربرداريتصو يهاستمیو توسعه سبا رشد 

 نيا نیاز محقق ياریسنجش از دور مورد توجه بس يهاداده قیدق يبندآن طبقه روینسبت به عوارض و به پ يلیبه دانش تکم يابیدست

بهبود دقت  نیو همچن ونیسطح اتوماس شيژرف با افزا يریادگي يهامدل گر،يد يقرار گرفته است. از سو نیمعلوم ز يحوزه و مهندس

شده  رياز موضوعات پرمخاطب در حوزه پردازش تصاو يکيبه  ليژرف، تبد يژگياستخراج و يهااز روش يریگبا بهره ريتصاو يبندطبقه

ژرف ارائه شده  يریادگي يهابر مدل يچندگانه مبتن يهااطلاعات سنجنده قیدق يدبنبه منظور طبقه نينو يروش ،تحقیق نياست. در ا

 يکننده فاز يبندطبقه کياستخراج، و سپس  يورود يهاداده يمکان-يفیبعد ط يریژرف با در نظرگ يهايژگيو نه،یزم نياست. در ا

صورت به يورود يهاداده يبند. پس از طبقهگردديژرف استفاده م يریادگيمدل  يسازنهیبه نیو همچن هايژگيو نيجهت آموزش ا

 يپردازشپس ت،يادغام شده و در نها گريکديدست آمده با اتخاذ شده، اطلاعات به ماتیدر سطح تصم نیقوان يبرخ يریجداگانه، با بکارگ

مورد استفاده قرار  يبندطبقه جيدقت نتا شيزابه منظور اف يخارج نهیعوارض در قالب اطلاعات زم نیمتقابل ب يهايبر وابستگ يمبتن

منتشر شده توسط  يهابر داده ياسهيمقا يهااز آزمون يامجموعه ،تحقیق نيدر ا يشنهادیروش پ ييتوان اجرا يابي. به منظور ارزردیگيم

صورت گرفته  ،يلادیم 2112در سال  نیزمعلوم  يسنجش از دور و مهندس يالمللنیجامعه ب ريتصاو زیها و آنالداده قیتلف يفن تهیکم

اطلاعات  يبندطبقه يمرسوم، دقت کل يهاکننده يبندژرف با طبقه يریادگي يهابر مدل يمبتن يبندطبقه يهاروش سهمقاي دراست. 

عوارض در  نیمتقابل ب يهايوابستگ يریعلاوه، در نظرگاست. به افتهيبهبود  29.1و چندگانه % 1916% ي، فراحرارت9931% يمرئ يسنجنده

 مبنا،کسلیپ يبندطبقه يهامرسوم روش يحذف خطاها ايبه منظور کاهش و  يپردازشپس نیقوان ايو  يخارج نهیقالب اطلاعات زم

 يبندچندگانه با طبقه يهااطلاعات سنجنده يبندطبقه يشنهادیروش پ سهيدر مقاهمچنین،  .گردديم 2911% يموجب بهبود دقت کل

 است. افتهيبهبود  22922و % 1961% يبندطبقه يدقت کل ،يفراحرارت ايو  يمرئ ياطلاعات سنجنده يهاکننده

 ژرف يریادگيکانولوشن،  يعصب اتوانکدر، شبکه يشبکه عصب ،يحرارت ريتصاو ،يریگمیادغام در سطح تصم واژگان کلیدی:

                                                           
  نويسنده رابط 
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 مقدمه -1

 يهاو داده رياستفاده از تصاو ر،یاخ يهادر سال

 يهاطیدر مح يزيرسنجش از دور با هدف نظارت و برنامه

مواجه  يبا رشد روزافزون رهیو غ يمناطق کشاورز ،يشهر

 يهاساخت سنجنده يشده است. هر چند تکنولوژ

مواجه بوده است و  يشگرف يهاشرفتیسنجش از دور با پ

مختلف  يهايژگيها در ثبت وسنجنده نيا تیعملاً با قابل

بر  يعوارض مختلف مبتن ييامکان شناسا ن،یاز سطح زم

فراهم شده است، با  1يو ساختار يمکان ،يفیط يهالیتحل

و  يفیط ،يمکان کیقدرت تفک يحال هر سنجنده دارا نيا

سنجنده  کيو امکان استفاده از  باشديم يمحدود يزمان

 دهیچیق و جامع مناطق پیدق ریصورت مجزا در تفسبه

با رشد و  ر،یاخ يهادر سال نروي. از ا[1]وجود ندارد 

فضابرد در  ايهوابرد و  يربرداريتصو يهاستمیتوسعه س

 يرینظرگ با در نیو همچن [2-1]حوزه سنجش از دور 

 يبالا ييهنگام بودن، پوشش و کارابه ،يدسترس تیقابل

در  2ياچندسنجنده يهاستمیس ز، استفاده اقفو يهاداده

از  يامجموعه يریو پردازش اطلاعات با هدف بکارگ زیآنال

به  ازین گر،يد يمشاهدات مطرح شده است. از سو

به منظور استخراج اطلاعات  9داده قیتلف يهاتميالگور

هنگام از مجموعه مشاهدات به يهانقشه هیو ته يکاربرد

 ريتصاو زیها و آنالداده قیراستا، تلف نيا روجود دارد. د

 فايا يمسائل کاربرد لیدر تحل يمؤثر ارینقش بس

 يبندطبقه ،مطرح يمسائل کاربرد انی. در مدينمايم

با هدف تهیه نقشه موضوعي و همچنین  يعوارض شهر

در  يدیکل يهااز پردازش يکيشناسايي پوشش زمیني، 

موضوعات  نيزتریو چالش برانگ ياستخراج اطلاعات کاربرد

عوارض و  نيتنوع کلان ا لیدلدر حال انجام به يقاتیتحق

 رغمی. عل[.]، [1] باشديها مآن يبالا يدگیچیپ نیهمچن

ادغام اطلاعات  نهیمطالعات صورت گرفته در زم

عوارض  يبندطبقه کرديچندگانه با رو يهاسنجنده

در مواجهه با در نظر گرفتن  هاييالشهمچنان چ ،يشهر

هاي هاي گوناگون از سنجندههايي با مشخصهزمان دادههم

 مجزا وجود دارد.

                                                           
1 Spectral, Spatial and Structural Features 
2 Multi-Sensor Systems 

3 Data Fusion 

 2يحرارت يربرداريتصو يهاستمیس ریاخ يهاشرفتیپ

در  ريتصاو نيبه استفاده از ا ليباعث شده است که تما

 يبندطبقه کرديبا رو 6يمرئ يهاکنار اطلاعات سنجنده

در جوامع  نیاز محقق ياریعوارض مذکور، مورد توجه بس

. در [3] ردیقرار گ نیعلوم زم يسنجش از دور و مهندس

و وضوح  يمکان کیبا قدرت تفک يمرئ ريراستا، تصاو نيا

عوارض  يبنددر طبقه يبالا نقش مهم اریبس يريتصو

اطلاعات  يوجود، فقدان افزونگ نيبا ا د؛ينمايم فايا يشهر

 صیتشخ يتوانمندها منجر به عدم سنجنده نيا يفیط

. از [1] گردديم کساني يفیعوارض با اطلاعات ط حیصح

 يربرداريتصو يهاستمیرشد و توسعه س گر،يد يسو

ها باند 111با  يريزمان تصاوبرداشت هم تیقابل ،يحرارت

نظر عوارض مختلف صرف ييبه منظور شناسا کيبار يفیط

را  يبنددقت طبقه شيآن افزا رویو به پ يطیمح طياز شرا

هاي متفاوت . با توجه به مشخصه[3] کرده است جاديا

ها مکمل يکديگر اين سنجنده ،يحرارت-يهاي مرئداده

ها، سنجنده نيباشند و استفاده همزمان از مشاهدات امي

به منظور  آورد.ها را فراهم ميزاياي آنامکان استفاده از م

بر ادغام اطلاعات  يمبتن يعوارض شهر يبندطبقه

 يهاو پردازش هاتميالگور ،يحرارت-يمرئ يهاسنجنده

 ،يژگياستخراج و نه،یزم نيارائه شده است. در ا يگوناگون

 نهیبه يسازمدل يکننده و پارامترها يبندانتخاب طبقه

 اریعنوان عوامل بسبه يقیاز مطالعات تطب ياریآن در بس

 نییتع يعوارض شهر يبنددقت طبقه نییدر تع رگذاریتأث

 يهامدل گر،يد ياند؛ از سوواقع شده لیو مورد تحل

 نیو همچن ونیسطح اتوماس شيبا افزا 1ژرف يریادگي

 يهااز روش يریگبا بهره ريتصاو يبندبهبود دقت طبقه

از موضوعات  يکيبه  لي، تبد1ژرف يژگياستخراج و

؛ [11-21] شده است ريتصاو ردازشپرمخاطب در حوزه پ

به منظور  نينو يروش ،تحقیق نيمنظور در ا نيبد

بر  يچندگانه مبتن يهااطلاعات سنجنده قیدق يبندطبقه

قابل  يايو سپس، مزا دهيژرف ارائه گرد يریادگي يهامدل

مرسوم توسط  يهانسبت به روش يشنهادیتوجه روش پ

 شده است. انیب ياسهيمقا يهااز آزمون يامجموعه

 

                                                           
4 Thermal Imaging Systems 

5 Visual Data 
6 Deep Learning 

7 Deep Features 
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 مروری بر مطالعات انجام شده -2

عوارض  يبندطبقه جي( نتا2116) 1و همکاران ایل

 قیتلف يفن تهیمنتشر شده توسط کم يهابر داده يشهر

سنجش از دور و  يالمللنیجامعه ب ريتصاو زیها و آنالداده

را ارائه کردند  2يلادیم 2112در سال  نیعلوم زم يمهندس

 يهااطلاعات سنجنده قیبه تلف يبند: مقاله برتر طبقه[3]

و  2يسلسله مراتب يبندطبقه کرديبا رو 9يو فراحرارت يمرئ

 زیو آنال قیجهت تلف نينو يبه توسعه روش يمقاله برتر نوآور

اختصاص  6يکیچندگانه و چندتفک يهااطلاعات سنجنده

 ريتصاو يمکان کیروش، قدرت تفک نيداده شده است. در ا

 ،يبردارنمونه يبا استفاده از استراتژ يو فراحرارت يمرئ

 رینظ يبافت-يفیط يهايژگيسپس و شود،يم يسازکساني

شاخص  ،يمرئ رياز تصو 1و دوم 1درجه اولي بافت يهايژگيو

 رياز ادغام تصاو ياهیشاخص گ ،يساختمان يکيمورفولوژ

 يهامؤلفه زیاز آنال يو پنج مؤلفه اصل يو فراحرارت يمرئ

. در ادامه، شودياستخراج م يفراحرارت ريتصو .ياصل

 قیتلف يبر مبنا يصورت سلسله مراتبعوارض به يبندطبقه

 تيصورت گرفته و در نها 3استخراج شده يهايژگيو

 يبند، قطعه11يحداکثر يریگيبر اساس رأ يپردازشپس

MS11 با  12بر دانش يمبتن نیقوان يبرخ يریو در نظرگ

انجام  مبناکسلیپ يبندطبقه جيدقت نتا شيهدف افزا

اطلاعات  ،يمقاله برتر نوآور يشنهادیدر روش پ .ردیگيم

 يکيمورفولوژ يهايژگيبه منظور استخراج و يسنجنده مرئ

 شيبا هدف افزا 19ريپذتيهدا لتریاستفاده در ف نیو همچن

. در شودياستفاده م يفراحرارت ريتصو يمکان کیقدرت تفک

 قیتلف يبر مبنا يعوارض شهر يبندطبقه ت،ينها

کننده  يبندشده و با استفاده از طبقه اجاستخر يهايژگيو

دوره،  نيپس از ا .ردیگيصورت م 12بانیبردار پشت نیماش

 قیدر حوزه تلف يچالش اساس کيعنوان ها بهداده نيا

                                                           
1 Liao et al. 

2 2014 IEEE GRSS Data Fusion Contest 

3 Thermal Hyperspectral 
4 Hierarchical Classification 

5 Multiresolution 

6 Occurrence Statistics 
7 Co-Occurrence Statistics 

8 Principle Component Analysis (PCA) 

9 Feature-Level Fusion 
11 Majority Voting 

11 Mean Shift Segmentation 

12 Knowledge-Based 
13 Guided Filtering Scheme 

11 Support Vector Machine (SVM) 

به منظور توسعه و  نیو همچن ريتصاو زیها و آنالداده

آن، در دسترس عموم قرار گرفت.  يبر رو شتریب يهاقیتحق

( با ادغام اطلاعات 2116) 16نراستا، لو و همکارا نيدر ا

عوارض  يبند، به طبقه11يریگمیها در سطح تصمسنجنده

بر متد  يمبتن نينو ي. ابتدا، روش[1]پرداختند  يشهر

SLDA11 رياز تصو زيمتما يهايژگيبه منظور استخراج و 

 تميبا استفاده از الگور يبندآن، طبقه رویو به پ يفراحرارت

 يمرئ ريارائه شده است. سپس، تصو بانیبردار پشت نیماش

آن و با  يبافت-يفیشده ط اجاستخر يهايژگيو يبر مبنا

 يبندطبقه بانیبردار پشت نیماش تمياستفاده از الگور

 يهاکننده يبندطبقه مبنا،ءيش يروش ت،ي. در نهاشوديم

عوارض  صیبه منظور تشخ يریگمیتصمفوق را در سطح 

 قی( به تلف2116) .1و همکاران يل .دينمايم قیتلف يشهر

 کرديبا رو يو فراحرارت يمرئ يهااطلاعات سنجنده

عوارض  صیو به منظور تشخ يسلسله مراتب يبندطبقه

 يبه منظور بررس يپردازششی. ابتدا، پ[.]پرداختند  يشهر

استخراج شده و بر اساس  يفیط يهايژگيو زيتما

. سپس، ردیگيم تصور TD21و  JMD13 يهاشاخص

 يبندو قطعه يفراحرارت ريتصو قیبر تلف يها مبتنجاده

عوارض با استفاده  يمابق يياستخراج، و شناسا يمرئ ريتصو

بر  يو مبتن يمرئ ريتصو يمکان-يفیاز اطلاعات ط

. در ردیگيصورت م بانیبردار پشت نیکننده ماش يبندطبقه

را در سطح  فوق کننده يبندطبقه مبنا،ءيش يروش ت،ينها

 قیتلف يعوارض شهر صیبه منظور تشخ يریگمیتصم

 يپردازششی( با پ2111) 21و محمدزاده ياسلام .دينمايم

را از لحاظ  يفراحرارت ريتصو ISAC22 تميبر الگور يمبتن

 SPPP29 تميکرده و با استفاده از الگور حیتصح يکيومتريراد

اند. در ادامه، قدرت کاهش داده 22يفیابعاد آن را به چندط

و بر  يمرئ ريرا با تصو يفیچندط ريتصو يمکان کیتفک

اند. کردهي سازکساني ،يبردارنمونه يستراتژاساس ا

نقطه مشترک و بر  11با استفاده از  ريتصاو نيا ن،یهمچن

اند. شده يهندس يابيتناظر ياچندجمله تمياساس الگور

                                                           
15 Lu et al. 

16 Decision-Level Fusion 
17 Semi-Supervised Local Discriminant Analysis 

18 Li et al. 

19 Jeffries-Matusita Distance 
21 Transformed Divergence 

21 Eslami and Mohammadzadeh 

22 In-Scene Atmospheric Compensation 
23 Sequential Parametric Projection Pursuit 

12  Multispectral 
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 يفیط يهايژگيو قیبر اساس تلف يبندسپس، طبقه

صورت  بانیبردار پشت نیماش تمياستخراج شده و الگور

 يبرخ يریبا در نظرگ يپردازشپس ت،ي. در نهاردیگيم

 جيدقت نتا شيبر دانش به منظور افزا يمبتن نیقوان

صمدزادگان و  .[22] ردیگيانجام م مبناکسلیپ يبندطبقه

 يبر استراتژ يمبتن يپردازششی( با پ2111) 1همکاران

را با  يفراحرارت ريتصو يمکان کیقدرت تفک ،يبردارنمونه

کرده و سپس با استفاده از روش  يسازهمسان يمرئ ريتصو

اند. در آن را کاهش داده يفیابعاد ط ياصل يهامؤلفه زیآنال

 ،يبافت-يفیشامل ط هايژگياز و يعیادامه، مجموعه وس

و  SFS6، 2يآمارنی، زمDMP2 ،AP9 ،ياهیشاخص گ

استخراج شده است. سپس،  1يآمار يگرهافیتوص

 يهمراه پارامترهابه هايژگيو نيترنهیاز به يامجموعه

با  بانیبردار پشت نیکننده ماش يبندطبقه يسازمدل

 نییتع 1فاخته يجستجو يسازنهیبه تمياستفاده از الگور

 يریگيبر اساس رأ يپردازشپس ت،ينهاگردد. در يم

 يبندطبقه جيدقت نتا شيبه منظور افزا ،يحداکثر

و محمدزاده  ياسلام .[29] ردیگيانجام م مبناکسلیپ

 ريتصو ISAC تميبر الگور يمبتن يپردازششی( با پ2111)

کرده و با  حیتصح يکيومتريرا از لحاظ راد يفراحرارت

کاهش  يفیابعاد آن را به چندط SPPP تمياستفاده از الگور

را  يفیچندط ريتصو يمکان کیاند. در ادامه، قدرت تفکداده

 ،يبردارنمونه يو بر اساس استراتژ يمرئ ريبا تصو

 يعوارض شهر يبنداند. سپس، طبقهکرده يسازکساني

 يهايژگيو قیتلف يبر مبنا يصورت سلسله مراتببه

 يبافت-يفیو ط يرئم رياز تصو يمکان-يفیاستخراج شده ط

در مرحله اول، . ردیگيصورت م يحرارت يفیچندط رياز تصو

-يفیط يهايژگيبا استفاده از و ياهیدرختان و پوشش گ

. در مرحله بعد، شونديم ييشناسا يمرئ ريتصو يمکان

 قیها بر اساس تلفو جاده يسقوف ساختمان ،ينیپوشش زم

 قیتلف ،ييانتها. در مرحله شونديفوق استخراج م يهايژگيو

 يرینظرگ ربا د يپردازشپس نیمراحل قبل و همچن جينتا

 جيدقت نتا شيبر دانش به منظور افزا يمبتن نیقوان يبرخ

 .[22] ردیگيانجام م مبناکسلیپ يبندطبقه

                                                           
1 Samadzadegan et al. 

2 Differential Morphological Profile 
3 Attribute Profile 

1 Geostatistical 

5 Structural Feature Set 
6 Local Statistical Descriptors 

7 Cuckoo Search 

 يبندطبقه يبرا يمتعدد يهاروش ،بخشاين در 

 يفن تهیمنتشر شده توسط کم يهاداده يعوارض شهر

سنجش از  يالمللنیجامعه ب ريتصاو زیها و آنالداده قیتلف

با  ،يلادیم 2112در سال  نیعلوم زم يدور و مهندس

ارائه  يکاربرد يبندطبقه ايدر توسعه و  ينوآور کرديرو

 ،يژگياستخراج و يهاروش در اين زمینه،شده است. 

 نهیبه  يسازمدل يو پارامترها کننده يبندانتخاب طبقه

 اریعنوان عوامل بسبه يقیاز مطالعات تطب ياریدر بس آن

 نییتع يعوارض شهر يبنددقت طبقه نییدر تع رگذاریتأث

 يبندبر جمع يمبتن. [26-23] اندواقع شده لیو مورد تحل

 يهاي، استراتژارائه شده يهاروش ياجمال سهيو مقا

 يهاچالش يریدر نظرگ يبرا يکاف يموجود توانمند

سنجش  يهاداده يبندمطرح شده در فوق و با هدف طبقه

 يریادگي يهامدل گر،يد ياز سو ؛[91] از دور را ندارند

بهبود دقت  نیو همچن ونیسطح اتوماس شيبا افزا ژرف

استخراج  يهااز روش يریگبا بهره ريتصاو يبندطبقه

از موضوعات پرمخاطب در  يکيبه  لي، تبدژرف يژگيو

منظور  نيبد. [11-21] شده است ريحوزه پردازش تصاو

 قیدق يبندبه منظور طبقه نينو يروش ،تحقیق نيدر ا

 يهابر مدل يچندگانه مبتن يهااطلاعات سنجنده

قابل توجه  يايو سپس، مزا دهيژرف ارائه گرد يریادگي

مرسوم توسط  يهانسبت به روش يشنهادیروش پ

منتشر  يهابر داده ياسهيمقا يهااز آزمون يامجموعه

 ريتصاو زیها و آنالداده قیتلف يفن تهیشده توسط کم

در  نیعلوم زم يسنجش از دور و مهندس يالمللنیجامعه ب

 شده است. انیب ،يلادیم 2112سال 

 یادگیری ژرف -3

 نيالهام گرفته از ا ي نوينهايو توسعه معمار يطراح

ژرف و  يبر معمار ياست که مغز پستانداران مبتن تیواقع

 ي، برادر سطوح مختلف انتزاع يورود حيبا استفاده از تصر

شده است.  يدهبطور خاص سازمان يبصر ستمیس

با الهام گرفتن از مدل  نیحققاز م ياریبس ن،يبنابرا

عنوان ژرف را به نينو يهايمغز انسان، معمار يمعمار

. [91]اند مرسوم مطرح کرده يهايمعمار يابر ينيگزيجا

ژرف مطرح در حوزه  يژگياستخراج و يهادر ادامه، روش

 يهاشامل شبکه نیعلوم زم يسنجش از دور و مهندس
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 انیب يلیصورت تفضبه 2نولوشنو کا 1اتوانکدر يعصب

 .[92-91]، [21] گردديم

 اتوانکدر یشبکه عصب یگرهافتوصی -3-1

 9روندهشیپ يمصنوع يشبکه عصب کياتوانکدر 

عنوان ، و بهيو خروج ي، پنهانيورود يهاهيمتشکل از لا

 يریادگي يهانمونه از روش نيترشدهو شناخته نيترموفق

. باشديمطرح م يوتریکامپ يينایبدون نظارت در حوزه ب

با هدف  و [.9] 2انتشارپس يبر استراتژ يمدل مبتن نيا

نسبت به  شتریب يبا کارآمد يرودو يهااز داده يبرآورد

تعداد  نه،یزم ني. در اشوديآموزش داده م ه،یاول يهاداده

مطرح در  دیعنوان تنها قبه يپنهان هيلا يواحدها

و  ردیگيقرار م يمورد بحث و بررس کیکلاس ياتوانکدرها

 يدارا نکدراتوا ها،يدر صورت کمتر بودن آن از تعداد ورود

کاهش ابعاد و با هدف  يهامشابه با روش يعملکرد

 نهیکم يبه فضا يورود نهیشیب ياز فضا يآموزش نگاشت

 ماتیتنظ توانيراستا، م ني. در اگردديمطرح م يژگيو

آموزش اتوانکدر اعمال، و  نیبه تابع هدف در ح يمختلف

عنوان مثال، استخراج نمود. به يمتعدد يهايژگيو

مورد خاص از  کي( 1)شکل  6پراکنده يکدرهااتوان

از  يفعال بودن بخش يریمرسوم و با در نظرگ ياتوانکدرها

 :باشنديآموزش، م نیواحدها در ح

dxنگاشتي از فضاي ورودي    به فضاي لايه پنهاني

h  تحت عنوان کد( با(k  ،)رشته عصبي )تحت عنوان واحد

 گردد:صورت زير تعريف ميمبتني بر تابع انکدر به

(1)    
11

bxWhxf
f

  

در رابطه فوق،  :
f

 1سازينمايانگر تابع فعال 

هذلولوي تانژانت غیرخطي همانند توابع سیگموئید لجستیک، 

باشد؛ اين تابع بر اساس ماتريس وزن مي ReLU1و يا 
dkW 

1
هاي آموزش ديده اتصالات فضاي ورودي با وزن 

kbبه لايه پنهاني و  بردار باياس  
1

شود. مشخص مي 

سپس، لايه خروجي شبکه بر مبناي نگاشتي از نتايج لايه 

                                                           
1 Autoencoder Neural Networks 

2 Convolutional Neural Networks (CNNs) 
3 Feed-Forward Artificial Neural Network 

1 Back-Propagation 

5 Sparse Autoencoder (SAE) 
6 Activation Function 

7 Rectified Linear Units Function 

dxردي از فضاي ورودي به برآو hپنهاني  ˆ  و با استفاده

 گردد:صورت زير محاسبه مياز تابع دکدر مجزايي به

(2)     
22

ˆ bhWxxfg
g

  

در اين رابطه، 
g

 سازي، تابع فعالkdW 
2

ماتريس  

dbدکدر و  
2

باشند که در حین نگاشت بردار باياس مي 

 شوند.از لايه پنهاني به خروجي آموزش داده مي

برآوردي از مجموعه پارامترهاي اتوانکدر، بر اساس 

هاي ورودي و سازي خطاي بازسازي میان دادهکمینه

گیرد. در انجام مي .خروجي و بر اساس تابع زيان خاصي

 نيکمتر يخطا يسازنهیمبه منظور کاين راستا، تابع زيان 

صورت زير سازي، بهو با هدف بهینه شده زهیمربعات نرمال

 گردد:بیان مي

(9)   












m

i

iiAE
xx

m
J

1

2

ˆ
2

11
 

 .هاي آموزشي و تعداد نمونه mدر رابطه فوق، 

باشد. عمدتاً به منظور جلوگیري نمايانگر فاصله اقلیدسي مي

به تابع  3تطابق نمودن مدل، يک ترم تضعیف وزناز بیش

گردد. همچنین بسیاري از محققین با هزينه فوق اضافه مي

گیري از شواهد و مدارک علوم اعصاب مبني بر نزديکي بهره

، [93]ژيکي هاي بیولوهاي نورونهاي پراکنده به پاسخشبکه

مندي از ، از معماري اتوانکدرهاي پراکنده جهت بهره[21]

هاي توسعه داده شده، استفاده پراکندگي آن در سیستم

اند. در اين زمینه، محققین با تعريف ثابت پراکندگي کرده

سازي واحدهاي ، در تلاش براي نزديکي متوسط فعال

با استفاده از جريمه آن با معیار  پنهان به سمت مقدار 

 باشند:مي 11بلریل-کولبک ييواگرا

(2)    
uu

u
KL











ˆ1

1
log1

ˆ
logˆ||  

ترين فاصله در حالت ، کمینهلذا
u
دست به ˆ

آيد و با افزايش مي
u

̂نهايت سمت بي، اين معیار تمايل به

خواهد داشت. در نهايت، تابع هزينه اتوانکدر پراکنده 

اتوانکدرهاي کلاسیک و  يبازساز يخطامتشکل از 

صورت زير بازنويسي همچنین ترم اصلاحي پراکندگي به

 گردد:مي

                                                           
8 Loss Function 
9 Weight Decay Term 

11  Kullback-Leibler (KL) Divergence 
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(6)      



k

j

uAESAE
KLJJ

1

ˆ||  

نمايانگر میزان اهمیت  در رابطه فوق، پارامتر 

سازي تابع باشد. به منظور کمینهي پراکندگي ميکنندهتنظیم

ي مشتقات جزئي از ها با محاسبهي وزنهزينه فوق، مجموعه

SAE
J هنگام انتشار، بهو همچنین بکارگیري الگوريتم پس

؛ بدين ترتیب فرآيند آموزش اتوانکدر، پس از [.9]شوند مي

گردد. ترين مقدار خود همگرا ميسمت کمینهچندي تکرار به

ي بیان علاوه، خروجي نهايي اين معماري )با بهبود نحوهبه

برداري ها( قابلیت بهرهها نسبت به برداشت خام آنداده

 سازيها و به پیرو آن بهینهبندي کنندهمستقیم در طبقه

صورت نظارت شده و با استفاده از مدل يادگیري ژرف به

 .[21]، [.9]انتشار را دارد استراتژي پس

 
 )ب( )الف(

 ياو ب( پشته ياهياتوانکدر پراکنده: الف( تک لا يسازمدل -1شکل

 کانولوشن یشبکه عصب یگرهافتوصی -3-2

هاي اي از شبکهعنوان شاخهشبکه عصبي کانولوشن به

رونده و ژرف در حوزه يادگیري مصنوعي پیشعصبي 

آمیزي در صورت موفقیتباشد و بهماشین مطرح مي

. هاي بصري مورد استفاده قرار گرفته استتحلیل داده

هاي عصبي کانولوشن از فرايندهاي ساختار شبکه

الهام گرفته است که در آن، الگوي  [22]بیولوژيکي 

تم بینايي حیوانات ها بر مبناي سیسارتباطي بین نورون

 است که تک ياگونهساختار به نيادهي شده است. سازمان

 هیناح) کيمحدود به تحر هیناح کيها تنها در نورون

 رشيپذ ينواح؛ همچنین، دهنديپاسخ م( 1رشيپذ

 جزئي داشته يپوشانهم گريکديمختلف با  يهانورون

عبارت به .دهنديرا پوشش م ديد دانیتمام م کهيبطور

                                                           
1 Receptive Field 

هاي هاي عصبي از پرسپترونديگر، اين نوع از شبکه

استفاده  هاپردازششیپ يسازنهیکم به منظور 2چندلايه

هاي عصبي کانولوشن نسبت . از اينرو، شبکه[29]کنند مي

هاي نسبتاً پردازشهاي ديگر از پیشبندي کنندهبه طبقه

باشد و اين بدين معني است که، اين کمتري برخوردار مي

ها نسبت به آموزش فیلترها بطور خودکار مبادرت کهشب

اين  9صورت دستيهاي مرسوم بهکه روشورزيده در حالي

هاي ، از عمده مزاياي شبکهلذااند. دادهفرايند را انجام مي

توان به مستقل بودن نسبت به دانش عصبي کانولوشن مي

 پیشین و افراد خبره به منظور استخراج عوارض اشاره کرد.

هاي عصبي کانولوشن نیز همانند اتوانکدرها، شبکه

هاي هاي ورودي، پنهاني )عمدتاً شامل لايهمتشکل از لايه

( و خروجي 6تصلو تمام م 2سازي، ادغامکانولوشن، فعال

با هدف  بندي کنندهوه بر اين، لايه طبقهباشند. علامي

هاي عوارض، در انتها برآورد احتمال متعلق بودن به کلاس

گیرد. در ادامه، هاي معماري قرار ميو پس از مابقي لايه

ها با رويکرد بیان توضیحات مرتبط با هر يک از اين لايه

هاي عصبي کانولوشن ارائه هاي مرسوم در شبکهمعماري

 گرديده است.

عنوان هسته اصلي لايه کانولوشن به ها:کانولوشن

فیلترهاي اي از هاي عصبي کانولوشن شامل مجموعهشبکه

قابل يادگیري )يا کرنل( با نواحي پذيرش محدود و قابلیت 

باشد. گسترش آن توسط عمق کاملي از فضاي ورودي مي

رونده، هر فیلتر در سراسر فضاي در حین استراتژي پیش

سازي دوبعدي هر ورودي کانولو شده و سپس، نقشه فعال

دي اي میان فیلتر و فضاي وروفیلتر مبتني بر ضرب نقطه

گردد. بدين ترتیب، شبکه نسبت به آموزش ايجاد مي

که ويژگي خاصي در سازي در حاليفیلترهايي با توان فعال

نمايند، مبادرت مکاني از فضاي ورودي شناسايي مي

ورزد. در نهايت، خروجي لايه کانولوشن با تجمیع مي

سازي فیلترها در راستاي بعد عمق هاي فعالتمامي نقشه

گردد؛ هر المان از اين خروجي بیانگر نتیجه يک ايجاد مي

نورون با ناحیه پذيرشي در فضاي ورودي و اشتراک 

سازي ها در همان نقشه فعالپارامترهايي با مابقي نورون

ابعاد مکاني لايه خروجي کانولوشن علاوه، به باشد.مي

                                                           
2 Multilayer Perceptrons 

3 Hand-Engineered 
1 Pooling 

5 Fully Connected 
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ooo

DWH عنوان تابعي از ابعاد فضاي ورودي ، به,,

 
ii

WH  s 2، اندازه گامN 1، تعداد فیلترf، ابعاد فیلتر ,

زير محاسبه  هابط، توسط رp 9گذاري با صفرو مقدار لايه

 گردد:مي

(1) ND
s

pfW
W

s

pfH
H

o

i

o

i

o






 ,1

2
,1

2
 

توابع غیرخطي پس از لايه کانولوشن  توابع غیرخطی:

هاي خاص سازي نوروني فعالسازي نحوهو به منظور مدل

روند. در اين زمینه، توابع اي از شبکه بکار ميدر لايه

ها غیرخطي متعددي پیشنهاد شده است که از میان آن

تر و متداول ReLUتوابع سیگموئید، تانژانت هذلولوي و 

سازي عنوان نمونه، تابع فعالبهباشند. پرکاربردتر مي

ReLU عنوان کارآمدترين تابع غیرخطي از منظر به

، مقادير منفي را صفر و مقادير [22]پیچیدگي محاسباتي 

 .داردمثبت را ثابت نگه مي

هاي ادغام پس از عمدتاً، استراتژي های ادغام:لایه

نولوشن و با هدف کاهش فضاي ورودي از لحاظ کالايه 

روند. در اين راستا، اطلاعات ورودي ابعاد مکاني بکار مي

مبتني بر حرکت يک فیلتر در سراسر فضاي ورودي جمع، 

و به لايه ادغام جهت کاهش قدرت تفکیک مکاني ارسال 

هاي گردد. بدين منظور، تصوير ورودي به زيربخشمي

شود و سپس، بندي مياني( تقسیمپوشمتعددي )بدون هم

به ازاي هر زيربخش وابسته به استراتژي ادغام آن )بیشینه 

مقدار و يا میانگین(، يک مقدار جايگزين آن زيربخش 

علاوه، استراتژي ادغام نیز با تعريف پارامتر گام گردد. بهمي

باشد. مشخصي قابلیت کنترل ابعاد خروجي را دارا مي

یري اين استراتژي منجر به کارآمدي بدين ترتیب، بکارگ

هر چه بیشتر شبکه از طريق مستقل بودن نسبت به 

پارامترهاي انتقال و همچنین کاهش افزونگي اطلاعات و 

 .[96]گردد به پیرو آن پیچیدگي محاسباتي، مي

هاي عمدتاً، پس از استخراج ويژگي لایه تمام متصل:

يک لايه تمام  هاي کانولوشن و ادغام،ژرف بر اساس لايه

شود که هر متصل در انتهاي معماري در نظر گرفته مي

هاي لايه قبلي متصل نورون نورون آن به تمامي خروجي

باشد. بدين ترتیب، با در نظرگیري فعال بودن تمامي مي

                                                           
1 Depth 
2 Stride 

3 Zero-Padding 

هاي موجود در اين هاي ورودي به اين لايه، نوروننورون

ودن به احتمال متعلق ببیشینه برآورد لايه قادر به 

 باشند:مبتني بر رابطه زير مي عوارض يهاکلاس

(1) 
iiii

bxWy   

در رابطه فوق، 
i

x  ،بردار ورودي
i

W  ماتريس وزن و

i
b باشند.بردار باياس مي 

)با  يمعمار نيا يينها يهمانند اتوانکدرها، خروج

ها( ها نسبت به برداشت خام آنداده انیب يبهبود نحوه

ها و به کننده يبنددر طبقه میمستق يبرداربهره تیقابل

صورت نظارت ژرف به يریادگيمدل  يسازنهیآن به رویپ

، [.9]انتشار را دارد پس يشده و با استفاده از استراتژ

 يصورت کلکانولوشن به يعصب يهاشبکه ي. معمار[21]

 داده شده است. شينما (2شکل )در 

 
 کانولوشن يعصب يهاشبکه يکل يمعمار -2شکل

 روش پیشنهادی -4

با رشد و  د،يگرد انیب نیشیپ يهابخشهمانگونه که در 

فضابرد در  ايهوابرد و  يربرداريتصو يهاستمیتوسعه س

چندگانه  يهاحوزه سنجش از دور، ادغام اطلاعات سنجنده

نسبت به عوارض و به  يلیبه دانش تکم يابیبه منظور دست

 يسنجش از دور امر يهاداده قیدق يبندآن طبقه رویپ

. باشديم نیعلوم زم يحوزه و مهندس نيدر ا ريناپذباجتنا

در  يبرا يکاف يمرسوم توانمند يهاروش نه،یزم نيدر ا

ج استخرا يهامطرح شده در روش يهاچالش يرینظرگ

 يسازمدل يکننده و پارامترها يبندانتخاب طبقه ،يژگيو

سنجش از دور را  يهاداده يبندآن با هدف طبقه نهیبه

 يهايروند رشد و توسعه معمار گر،يد يسو زنداشته و ا

علوم  يژرف در حوزه سنجش از دور و مهندس يریادگي

بهبود دقت  نیو همچن ونیسطح اتوماس شيبا افزا نیزم

 يژگياستخراج و يهابر روش يمبتن ريتصاو يبندطبقه

 ،تحقیق نيدر ا نروي. از اباشديم ریچشمگ اریژرف، بس
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اطلاعات  قیدق يبندطبقهبه منظور  نينو يروش

ژرف  يریادگي يهابر مدل يچندگانه مبتن يهاسنجنده

ژرف با در  يهايژگيراستا، و نيارائه شده است. در ا

استخراج، و  يورود يهاداده يمکان-يفیبعد ط يرینظرگ

 نيجهت آموزش ا يکننده فاز يبندطبقه کيسپس 

ژرف  يریادگيمدل  يسازنهیبه نیو همچن هايژگيو

 يورود يهاداده يبند. پس از طبقهگردديم استفاده

در سطح  نیقوان يبرخ يریصورت جداگانه، با بکارگبه

 گريکديدست آمده با اتخاذ شده، اطلاعات به ماتیتصم

 يهايبر وابستگ يمبتن يپردازشپس ت،ينها ادغام شده و در

به  يخارج نهیعوارض در قالب اطلاعات زم نیمتقابل ب

مورد استفاده قرار  يبندطبقه جيدقت نتا شيامنظور افز

( 1از چهار مرحله:  يشنهادیروش پ ب،یترت ني. بدردیگيم

 سازيي و بهینهبند( طبقه2 ،هاي ژرفيژگياستخراج و

ها در سطح کننده يبند( ادغام طبقه9 ،معماري شبکه

در  است. دهيگرد لیپردازش تشک( پس2و  يریگمیتصم

داده  شينما يشنهادی( ساختار و مراحل روش پ9شکل )

 يبعد يهامرتبط با هر مرحله در بخش حاتیو توض دهش

  است. دهيارائه گرد

 
 يشنهادیساختار و مراحل روش پ -9شکل

 

 های ژرفاستخراج ویژگی -4-1

با استفاده از ادغام  يعوارض شهر يبندبه منظور طبقه

 يستيمرحله با نیچندگانه، در اول يهااطلاعات سنجنده

سنجش از  يهاداده تیمناسب بر اساس ماه يهايژگيو

در اين راستا،  [.26استخراج شوند ] ،يدور ورود

هاي عصبي اتوانکدر و کانولوشن مبتني توصیفگرهاي شبکه

 شوند.( استخراج مي1-2هاي جداول )بر مدل معماري

 هاي عصبي اتوانکدرشبکه يمعمار -1جدول

 1I 2AE 3AE 4AE 5F 6O سنجنده

 FC 1×1 16 16 16 6×6×9 مرئي

 FC  1×1 26 26 26 1×111 فراحرارتي

 Oتمام متصل و  Fاتوانکدر،  AE ،يورود Iصورت مذکور به يهاهيلا

 .باشنديم يخروج
 

 کانولوشن عصبي هايشبکه يمعمار -2جدول

 1I سنجنده

numFilters 

8F 9O 2C 4C 6C 

3S 5S 7S 

 1×1×9 مرئي

11 92 

- FC 1×1 2×2 2×2 

2×2 1×1 

 1×.21 فراحرارتي

11 22 2. 

FC 1×1 1×1 1×1 1×1 

2×1 2×1 2×1 

تمام  F، ادغام Sکانولوشن،  C ،يورود Iصورت مذکور به يهاهيلا

 .باشنديم يخروج Oمتصل و 
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 معماری شبکه یسازنهیو به یبندطبقه -4-2

يافته تابع رگرسیون تعمیم 1تابع بیشینه هموار
بندي متعددي از هاي طبقهباشد که در روشلجستیک مي

اي، آنالیز افتراقي جمله رگرسیون لجستیک چندجمله
بندي کننده بیزين ساده و همچنین شبکه خطي، طبقه

. در راستاي [21]شود عصبي مصنوعي استفاده مي
ه هاي مدل يادگیري ژرف، تابع بیشینبندي دادهطبقه

هموار برآوردي از احتمال انتساب ورودي 
i

x  به کلاسk 
 نمايد:صورت زير محاسبه ميرا به

(.)  
 

 




j

s

s

i
j

k

e

e
xxkyp |  

از  kبیانگر امتیاز کسب شده کلاس  sدر اين رابطه، 
علاوه، تعیین مقادير باشد. بهآخرين لايه معماري شبکه مي

سازي تابع هزينه بهینه پارامترهاي شبکه با استفاده از بهینه
 گردد:صورت زير تعريف ميبه و همچنین پارامتر تنظیم 

(3) 
 

   WR
e

e
L

N

n
j

s

s

j

k


















log  

ها در سطح کننده یبندادغام طبقه -4-3

 یریگمیتصم

سطح از  نيعنوان بالاتربه يریگمیادغام در سطح تصم
 ماتیهمزمان از تصم يها و با هدف استفادهادغام داده

 يهاتميبر الگور يکننده متفاوت مبتن يبندطبقه نيچند
است که  ياجهیمناسب، و استخراج نت يآمار ايو  يمنطق

 جاديقادر به ا يانفراد يهاکننده يبنداز طبقه کي چیه
هاي ادغام در اين تحقیق، پرکاربردترين روش .نباشندآن 

 نيزیبها مبتني بر خروجي مطلق شامل بندي کنندهطبقه
بندي با  هدف ادغام طبقه 3يدانش رفتار يفضاو  2ساده

هاي مرئي و فراحرارتي مورد هاي اطلاعات سنجندهکننده
  .[23]، [.2]استفاده قرار گرفته است 

 پردازشپس -4-4

عوارض استخراج شده از  يبندطبقه يهاعمدتاً، نقشه

 ياديز اریشامل تعداد بس مبناکسلیپ يبندطبقه يهاروش
                                                           

1 Softmax Regression 
2 Naïve Baysian (NB) 

3 Behavior Knowledge Space (BKS) 

 باشنديها مداده ياز ناهمگون يناش يبندطبقه ياز خطاها

بر  يخطاها مبتن نيحذف ا اي. به منظور کاهش و [1]

 نهیزم لاعاتعوارض در قالب اط نیمتقابل ب يهايوابستگ

با هدف  2يکیچندتفک يبند، روش قطعهيخارج

 يپوشانبدون هم يبه نواح يريتصو يهاداده يبندمیتقس

روش با در  نيراستا، ا ني. در اگرددياستفاده م يمکان

و ادغام مکرر آن با  يريتصو کسلیپ نیاول يرینظرگ

با ابعاد  يعوارض جاديبه منظور ا يگيهمسا يهاکسلیپ

 انگری)ب يمحل يهمگن اریبا درنظر داشتن مع وبزرگتر 

مجاور(، به  يريعوارض تصو نیشباهت ب زانیم

. پس [61] ورزديمبادرت م يريتصو يهاداده يبندمیتقس

هر قطعه  ييبرچسب نها ،يريتصو يهاداده يبندقطعهاز 

 يریو با در نظرگ يحداکثر يریگيرأ يبر مبنا

 يهايوابستگ نیو همچن يمختلف ساختار يگرهافیتوص

 جاديا ،يخارج نهیعوارض در قالب اطلاعات زم نیمتقابل ب

با هدف  يپردازشپس نیقوان انگري( نما9جدول ). گردديم

 يبندطبقه يهامرسوم روش يحذف خطاها ايکاهش و 

 .باشديم مبناکسلیپ

 يپردازشپس نیقوان -9جدول

 يریگيرأ

 يحداکثر
 نیقوان

 هاجاده

اي وجود داشته باشد، اگر در همسايگي عوارض جاده

 باشد.آنگاه عارضه جاده مي

اي وجود نداشته اگر در همسايگي عوارض جاده

بیشینه مرزي عوارض باشد، آنگاه عارضه با 

 باشد.همسايگي يکي مي

 درختان

اگر نسبت ابعاد و يا مساحت کمتر از حدآستانه 

 باشد.باشد، آنگاه عارضه درخت مي

اگر نسبت ابعاد و يا مساحت بیشتر از حدآستانه 

 باشد.باشد، آنگاه عارضه گیاه مي

 سقوف قرمز

عارضه اگر نسبت ابعاد کمتر از حدآستانه باشد، آنگاه 

 باشد.سقف قرمز مي

در همسايگي اگر نسبت ابعاد بیشتر از حدآستانه و 

، آنگاه عارضه اي وجود داشته باشدعوارض جاده

 باشد.جاده مي

در همسايگي اگر نسبت ابعاد بیشتر از حدآستانه و 

عارضه با ، آنگاه اي وجود نداشته باشدعوارض جاده

 باشد.ميبیشینه مرزي عوارض همسايگي يکي 

 

                                                           
1 Multiresolution Image Segmentation 
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 يپردازشپس نیقوان -9جدولي ادامه

سقوف 

 خاکستری

اگر نسبت ابعاد کمتر از حدآستانه باشد، آنگاه عارضه 

 باشد.سقف خاکستري مي

در همسايگي اگر نسبت ابعاد بیشتر از حدآستانه و 

، آنگاه عارضه اي وجود داشته باشدعوارض جاده

 باشد.جاده مي

در همسايگي اگر نسبت ابعاد بیشتر از حدآستانه و 

عارضه با ، آنگاه اي وجود نداشته باشدجادهعوارض 

 باشد.بیشینه مرزي عوارض همسايگي يکي مي

 سقوف بتنی

اگر نسبت ابعاد کمتر از حدآستانه باشد، آنگاه عارضه 

 باشد.سقف بتني مي

در همسايگي اگر نسبت ابعاد بیشتر از حدآستانه و 

، آنگاه عارضه اي وجود داشته باشدعوارض جاده

 باشد.ميجاده 

در همسايگي اگر نسبت ابعاد بیشتر از حدآستانه و 

عارضه با ، آنگاه اي وجود نداشته باشدعوارض جاده

 باشد.بیشینه مرزي عوارض همسايگي يکي مي

 گیاهان
آنگاه گیري حداکثري عارضه گیاه باشد اگر رأي

 باشد.عارضه گیاه مي

پوشش 

 زمینی

گیري حداکثري عارضه پوشش زمیني باشد اگر رأي

 باشد.آنگاه عارضه پوشش زمیني مي

عوارض 

 شهری

اي باشد، آنگاه اگر تمام همسايگي عوارض جاده

 باشد.عارضه جاده مي

 سازی و ارزیابی نتایجپیاده -5

هاي ارائه شده در اين به منظور ارزيابي توانايي روش
ها در و بکارگیري آن سازيتحقیق، نسبت به پیاده

منتشر شده توسط  يهادادهبندي عوارض شهري طبقه
 يالمللنیجامعه ب ريتصاو زیها و آنالداده قیتلف يفن تهیکم

 2112در سال  نیعلوم زم يسنجش از دور و مهندس
(، اقدام گرديد. در اين راستا، تصوير 2ي )شکل لادیم

فراطیفي  فراحرارتي با استفاده از سیستم تصويربرداري
ي مادون قرمز با طول موج بلند برداشت هوايي در محدوده

 2.و ثبت گرديده است؛ اين سیستم تصويربرداري شامل 
میکرومتر با قدرت  1196الي  .19ي طیفي باند در محدوده

باشد. تصوير مرئي نیز تفکیک مکاني در حدود يک متر مي
ازي از سري تصاوير رنگي اخذ شده در خطوط مختلف پرو

متر تشکیل سانتي 21و با قدرت تفکیک مکاني در حدود 
هاي مذکور از يک منطقه گرديده است. همچنین، داده

با ارتفاع  1کانادا( در کبکشهري نزديک معادن تتفورد )

                                                           
1 Thetford Mines in Québec, Canada 

مرجع صورت زمینمتر بالاي سطح زمین و به 11.پروازي 
 میلادي اخذ شده است. 2119ام ماه مه سال 21در تاريخ 
 يمنتشر شده دارا يهاداده  ينیاطلاعات زم ينقشه

شباهت  لیبه دل باشد؛يم يهفت کلاس از عوارض شهر
 يهايدگیچیپ يها داراداده نيفوق، ا يهاکلاس انیم يفیط

 نیو به هم باشديم يعوارض شهر يبندطبقه يبرا يمتعدد
 ييتوانا يابيبه منظور ارز يمناسب يداده توانديم لیدل

 يبر نقشه يراستا، مبتن نيارائه شده باشد. در ا يهاروش
از هر کلاس به  يصورت تصادفارائه شده و به ينیاطلاعات زم

 يبندبه منظور آموزش طبقه يآموزش ينمونه 111تعداد 
ارائه  يهاروش دقتو  میکننده انتخاب و سپس، قدرت تعم

 ينیاطلاعات زم ينقشه يهانمونه يشده با استفاده از مابق
 هد گرفت.قرار خوا يابيتست مورد ارز يهاتحت عنوان داده

 
 )ج( )ب( )الف(

 ينیاطلاعات زم و ج( نقشه يتفراحرارب(  ،ي: الف( مرئتصاوير -2شکل

 يا، مجموعهيشنهادیپيي روش توان اجرا يابيبه منظور ارز
نسبت به  الذکرفوق يهابر داده ياسهيمقا يهااز آزمون

 ،يریگمیمرسوم شامل درخت تصم يهاکننده يبندطبقه
و  9يگيهمسا K نيکتريساده، نزد نيزیب ،2يخط کیتفک زیآنال

ذکر است  انيشا؛ صورت گرفته است بانیبردار پشت يهانیماش
از نوع  ييهايژگيو يریگبا هدف اندازهي مختلف يگرهافیتوص

)شامل  يفراحرارت ريتصاو يبندبه منظور طبقه يبافت-يفیط
 EV2 ،HS6گرهاي بعد ذاتي هاي اصلي مبتني بر تخمینمؤلفه

هاي گیاهي، هاي طیفي، شاخص)شامل پاسخ يو مرئ( NH1و 
 يبندبا استفاده از طبقهواريوگرام( گابور، آماري و شبه

، ابتدا قرار گرفته است. يبردارمرسوم مورد بهره يهاکننده
 يبندعملکرد طبقه نیب ياسهيمقا يهااز آزمون يامجموعه

 رفتيصورت پذ يمرئ ريتصو يبندمختلف در طبقه يهاکننده
همانطور که از نتايج مشخص . (1-6و اشکال  2)جدول 

مرسوم متعلق  يهاکنندهيبندعملکرد طبقه نيبهترباشد، مي
 بيو ضر 69.1.: %ي)با دقت کل بانیبردار پشت يهانیبه ماش
 يمبتن يبندطبقه يهاروش که،یدر حال باشد؛ي( م19.1کاپا: 

                                                           
1 Linear Discriminant Analysis (DA) 

2 K-Nearest Neighbor (KNN) 

3 Eigenvalue 
1 HPS Signal Subspace Identification by Minimum Error 

5 Noise-Whitened Harsanyi-Farrand-Chang 
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: ياتوانکدر با دقت کل يژرف )شبکه عصب يریادگي يهابر مدل
کانولوشن با دقت  ي، و شبکه عصب19.1کاپا:  بيو ضر 6931.%
اطلاعات  يری( با بکارگ19.1کاپا:  بيو ضر 3912.: %يکل
آن استخراج  رویزمان و به پصورت همبه يمکان-يفیط
 يعملکرد به مراتب بهتر ،يورود يهاف از دادهژر يهايژگيو
 بهبود نیهمچن و ونیسطح اتوماس شيافزا در نظرگیري با)

 يهاکننده يبندنسبت به طبقهي( بنددقت طبقه 9931%
عوارض  يبندطبقهاز سوي ديگر، اند. مرسوم از خود نشان داده

شباهت  لیدلبه ،يمرئ يبر اطلاعات سنجنده يمبتن يشهر
با  ياجاده رینظ يعوارض انیسنجنده م نيا يفیاطلاعات ط

 يمنجر به عدم توانمند اهان،یو درختان با گ يسقوف خاکستر
آن کاهش دقت  رویعوارض و به پ نيا حیصح صیو تشخ زيتما

 .گردديم يبندطبقه

 يمرئ تصوير يهاکننده يبنددقت طبقه سهيمقا -2جدول

 DT DA NB KNN SVM SAE CNN 

1 1916 191. 1911 1913 19.1 1931 19.. 

2 19.2 1911 1961 19.1 19.1 19.6 1931 

9 19.2 19.. 192. 19.1 1939 1931 1936 

2 1912 1911 1911 191. 1911 1912 19.9 

6 1932 1931 193. 1936 1931 19.2 1939 

1 1911 19.6 196. 19.9 19.1 191. 1939 

1 19.1 1936 19.. 1939 1936 1939 1936 

 1931 19.1 19.1 19.2 .196 1911 1919 دقت

 19.1 19.1 19.1 1911 1921 1911 1911 کاپا

 باشند.مي 6اشتباهات در سطح اعتبار % انگريمشخص شده نما ريمقاد

ها، درختان، سقوف قرمز، سقوف صورت جادهبه 1-1هاي کلاس

 باشند.ميخاکستري، سقوف بتني، گیاهان و پوشش زمیني 
 

 
 يمرئ تصوير يبندطبقه جينتا سهيمقا -6شکل

 

 
 يمرئتصوير  يبندابهام طبقه يهاسيماترمقايسه  -1شکل

 نیب ياسهيمقا يهااز آزمون يا، مجموعهسپس

 يبندمختلف در طبقه يهاکننده يبندعملکرد طبقه

و اشکال  1-6)جداول  رفتيصورت پذ يفراحرارت ريتصو

مرسوم متعلق  يهاکنندهيبندعملکرد طبقه نيبهتر .(1-.

و  1.922: %ي)با دقت کل بانیبردار پشت يهانیبه ماش

 يهاروش که،یدر حال باشد؛ي( م.196کاپا:  بيضر

ژرف )شبکه  يریادگي يهابر مدل يمبتن يبندطبقه

، .196کاپا:  بيو ضر 1.936: %ياتوانکدر با دقت کل يعصب

 بيو ضر 16911: %يکانولوشن با دقت کل يو شبکه عصب

صورت به يمکان-يفیاطلاعات ط يری( با بکارگ1911کاپا: 

ژرف از  يهايژگيآن استخراج و رویزمان و به پهم

 يری)با در نظرگ يعملکرد به مراتب بهتر ،يورود يهاداده

دقت  1916بهبود % نیو همچن ونیسطح اتوماس شيافزا

مرسوم از خود  يهاکننده يبندطبقه( نسبت به يبندطبقه

بخش  کاتیلیس يمواد معدن ،علاوهبهاند. نشان داده

و عوارض  نیسطح زم يدهنده لیمواد تشک يعمده

 يفیط يهايژگيو شيدست بشر، قادر به نماساخته به

موج بلند بوده و قرمز با طولدر گستره مادون ينيادیبن

اطلاعات  يبنددقت طبقه شيبه منظور افزا توانديم

 .ردیمورد استفاده قرار گ يمرئ يسنجنده
 

 فراحرارتي تصوير يهاکننده يبندطبقهکلي دقت  سهيمقا -6جدول

 DT DA NB KNN SVM SAE CNN 

EV 1961 1969 1969 192. 1961 

1913 1916 HS 1911 1911 1916 1911 191. 

NH 1912 1916 1916 1912 1916 
 

 فراحرارتي تصوير يهاکننده يبنددقت طبقه سهيمقا -1جدول

 DT DA NB KNN SVM SAE CNN 

1 19.. 1931 1931 1932 1931 1939 1936 

2 1923 1926 1922 1961 1991 1999 1962 

9 1921 192. 1961 1966 1911 1921 1962 

2 1993 1922 1991 1921 1921 1921 1969 

6 1921 1992 1922 1929 1921 1961 1911 

1 192. 1963 1961 1991 1961 1962 1966 

1 1962 1926 1922 1919 1911 1911 1911 

 1916 1913 .191 1911 1916 1911 1912 دقت

 1911 .196 .196 1961 1962 1962 1961 کاپا

 باشند.مي 6اشتباهات در سطح اعتبار % انگريمشخص شده نما ريمقاد

درختان، سقوف قرمز، سقوف ها، صورت جادهبه 1-1هاي کلاس

 باشند.خاکستري، سقوف بتني، گیاهان و پوشش زمیني مي
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 فراحرارتي تصوير يبندطبقه جينتا سهيمقا -1شکل

 

 
 تصوير فراحرارتي يبندابهام طبقه يهاسيماترمقايسه  -.شکل

 نیب ياسهيمقا يهااز آزمون يامجموعهدر انتها، 

بر  يمختلف )مبتن يهاکننده يبندعملکرد ادغام طبقه

( در يدانش رفتار يساده و فضا نيزیب يهاروش

 .رفتيصورت پذ چندگانه، يهاسنجنده اطلاعات يبندطبقه

 هابندي کنندهادغام طبقهکلي دقت  سهيمقا -1جدول

 DT DA NB KNN SVM SAE CNN 

 NB 

EV 1911 19.1 1913 19.1 19.1 

19.1 1931 HS 19.2 19.3 19.1 1931 1931 

NH 19.6 1931 1913 1931 1931 
 BKS 

EV 1911 1911 1911 1911 19.1 

19.3 1931 HS 19.9 1931 1913 1931 19.3 

NH 19.6 1931 1911 19.3 1932 
 

 هاکننده يبندطبقهادغام دقت  سهيمقا -.جدول 

 DT DA NB KNN SVM SAE CNN 

1 19.. 1939 1939 1932 1932 193. 1911 

2 19.2 1911 1962 1916 19.1 19.2 19.3 

9 19.1 1932 1911 1932 1932 19.3 1931 

2 19.2 19.1 1926 19.6 19.3 1912 1931 

6 1939 1931 1932 1936 1931 19.2 1931 

1 1911 19.2 1912 19.2 19.1 191. 1936 

1 19.. 1936 1931 1932 1931 1932 1911 

 1931 19.3 1932 1931 19.1 1931 19.6 دقت

 1931 19.6 19.3 19.1 1919 19.1 19.1 کاپا

 باشند.مي 6اشتباهات در سطح اعتبار % انگريمشخص شده نما ريمقاد

ها، درختان، سقوف قرمز، سقوف صورت جادهبه 1-1 يهاکلاس

 .باشنديم ينیو پوشش زم اهانیگ ،يسقوف بتن ،يخاکستر

 
 هابندي کنندهطبقهادغام  جينتا سهيمقا -3شکل

 

 
 هاکننده يبندادغام طبقه جينتاابهام  يهاسيماترمقايسه  -11شکل

( و اشکال 1-.با توجه به نتايج ارائه شده در جداول )

 يهابر مدل يمبتن يهاکننده يبندادغام طبقه(، 11-3)

عملکرد در  ياز برتر يریگبا بهره ژرف يریادگي

 ايو  يمرئ ياطلاعات سنجنده يانفراد يبندطبقه

 يبندطبقه يدقت کل 29.1% بهبود، موجب يفراحرارت

علاوه بر اين،  است. شده چندگانه يهااطلاعات سنجنده

اطلاعات  يبندطبقه يشنهادیروش پ سهمقاي در

اطلاعات  يهاکننده يبندچندگانه با طبقه يهاسنجنده

 يبندطبقه يدقت کل ،يفراحرارت ايو  يمرئ يسنجنده

 است. افتهيبهبود  22922و % 1961%

، بخش نيارائه شده در ا جينتا يبندبه منظور جمع

همراه به يبعد ذات يگرهانیتخمي بنددقت طبقه نیانگیم

( ارائه 11شکل )مورد استفاده، در قالب  يبندطبقه يهاروش

به  ليتما يشنهادیشکل، روش پ نيشده است. با توجه به ا

 .باشديرا دارا م يبندطبقه تیفیشاخص ک نيترکسب بالا

 

 
 يبند( طبقه2بعد و  نی( تخم1: هايروش دقت نیانگیم -11شکل
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بر  يمبتن يهاکننده يبندعملکرد طبقه زیدر ادامه، آنال

اطلاعات  يبندژرف با هدف طبقه يریادگي يهامدل

 و ييزمان اجرا زیشامل آنالو يا فراحرارتي  يمرئ يسنجنده

بر  يمبتن يهاکننده يبندعمق بر دقت طبقه يرگذاریتأث

علاوه، زمان شده است. به انیژرف ب يریادگي يهامدل

 يریادگي يهابر مدل يمبتن يهاکننده يبنددر طبقه يياجرا

زمان صورت همبه شيزمان آموزش و آزما انگریژرف ب

زمان  يزمان آموزش نشان دهنده نه،یزم ني. در اباشديم

و  يبندژرف، طبقه يریادگي يلترهایآموزش ف يبرا ازیمورد ن

شکل همانطور که در  باشد؛يژرف م يمعمار يسازنهیبه

 شي( نشان داده شده است، زمان آموزش نسبت به افزا12)

تعداد تکرار لازم  ايژرف و  يریادگيمدل  يهاتعداد نورون

 ياندهيفزارشد ا جيتدر آن، به يمعمار يسازنهیجهت به

مشخص  زی( ن3جدول )داشت. همانطور که در  خواهد

 يریادگي يهاعمق مدل شيبا افزا آزمايشزمان  باشد،يم

 اریبس ياز پارامترها .افتد يخواه شيافزا جيتدر ژرف به

 يهابر مدل يمبتن يبندطبقه يهادر عملکرد روش رگذاریتأث

ها اشاره کرد. مدل نيبه عمق ا توانيژرف م يریادگي

ژرف  يریادگي يهابالاتر در مدل يهاعمق ،يصورت کلبه

 يهااز داده شتریب اتیبا سطح جزئ ييهايژگيو انگرينما

 يهاعمق مدل شيبا افزا گر،يو از طرف د باشنديم يورود

 يبندنمودن مدل طبقه تطابقشیژرف امکان ب يریادگي

 نهیپارامتر عمق به نییتع لیدل نیهموجود خواهد داشت؛ به

 تطابقشیباز  يریجلوگ ها،يژگيو نيا يریجهت بکارگ

 ييزمان اجرا يریکننده و در نظرگ يبندنمودن مدل طبقه

 .باشدي( م3جدول )همانند  يبه محاسبات ازمندین

 شنهاداتیو پ یریگجهینت -6

 قیدق يبندبه منظور طبقه نينو يروش ،تحقیق نيدر ا

 يریادگي يهابر مدل يچندگانه مبتن يهااطلاعات سنجنده

ارائه  يهاروش ييتوانا يابيبه منظور ارز .ديژرف ارائه گرد

 يبندها در طبقهآن يریو بکارگ يسازادهینسبت به پ ،شده

 يفن تهیمنتشر شده توسط کم يهاداده يعوارض شهر

سنجش از  يالمللنیجامعه ب ريتصاو زیلها و آناداده قیتلف

اقدام  ،يلادیم 2112در سال  نیعلوم زم يدور و مهندس

 ياسهيمقا يهااز آزمون يامجموعه نه،یزم ني. در اديگرد

اهم  ؛مرسوم صورت گرفت يهاکننده يبندنسبت به طبقه

 :باشديم ريصورت زارائه شده به جينتا

 بر اطلاعات  يمبتن يعوارض شهر يبندطبقه

 نيا يفیشباهت اطلاعات ط لیدلبه ،يمرئ يسنجنده

با سقوف  ياجاده رینظ يعوارض انیسنجنده م

منجر به عدم  اهان،یو درختان با گ يخاکستر

عوارض و به  نيا حیصح صیو تشخ زيتما يتوانمند

 ي. از سوگردديم يبندآن کاهش دقت طبقه رویپ

مواد  يبخش عمده کاتیلیس يمعدن مواد گر،يد

 دستو عوارض ساخته به نیسطح زم يدهنده لیتشک

در  ينيادیبن يفیط يهايژگيو شيبشر، قادر به نما

به  توانديموج بلند بوده و مقرمز با طولگستره مادون

 ياطلاعات سنجنده يبنددقت طبقه شيمنظور افزا

 .ردیمورد استفاده قرار گ يمرئ

 يریادگي يهابر مدل يمبتن يبندطبقه هايروش 

صورت به يمکان-يفیاطلاعات ط يریژرف با بکارگ

ژرف از  يهايژگيآن استخراج و رویزمان و به پهم

نسبت به  يعملکرد به مراتب بهتر ،يورود يهاداده

 اند.مرسوم از خود نشان داده يهاکننده يبندطبقه

 يهابر مدل يمبتن يبندطبقه يهاروش سهمقاي در 

مرسوم، دقت  يهاکننده يبندژرف با طبقه يریادگي

، 9931% يمرئ ياطلاعات سنجنده يبندطبقه يکل

است.  افتهيبهبود  29.1و چندگانه % 1916% يفراحرارت

 نیمتقابل ب يهايوابستگ يرینظرگ علاوه، دربه

 نیقوان ايو  يخارج نهیعوارض در قالب اطلاعات زم

 يحذف خطاها ايبه منظور کاهش و  يپردازشپس

 موجب بهبود مبنا،کسلیپ يبندطبقه يهامرسوم روش

 .گردديم 2911% يدقت کل

 اطلاعات  يبندطبقه يشنهادیروش پ سهيدر مقا

 يهاکننده يبندچندگانه با طبقه يهاسنجنده

 يدقت کل ،يفراحرارت ايو  يمرئ ياطلاعات سنجنده

 است. افتهيبهبود  22922و % 1961% يبندطبقه

 ژرف، نسبت به  يریادگي هايمدل آموزش زمان

تعداد تکرار لازم  ايمدل و  نيا يهاتعداد نورون شيافزا

رشد  جيتدر آن، به يمعمار يسازنهیجهت به

 خواهد داشت. ياندهيافزا

 انگريژرف نما يریادگي يهابالاتر در مدل يهاعمق 

 يورود يهااز داده شتریب اتیبا سطح جزئ ييهايژگيو

 يهاعمق مدل شيبا افزا گر،يو از طرف د باشنديم

 يبندنمودن مدل طبقه تطابقشیژرف امکان ب يریادگي

 وجود خواهد داشت. شيزمان آزما شيافزا نیو همچن
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 ژرف يریادگي يهازمان آموزش مدل زیآنال -12شکل

 ژرف يریادگي يهاعمق مدل نهیپارامتر به زیآنال -3جدول

 فراحرارتي مرئي عمق زیآنال 
SAE CNN SAE CNN 

 1لايه 

 %19922 %12911 %3916. %19.1. دقت کلي

 216921 13969 1119.2 919.2 زمان آموزش )ثانیه(

 29991 1921 26931 1926 زمان آزمايش )ثانیه(

 2لايه 

 %19911 %11912 %3912. %2912. دقت کلي

 2319.9 21996 112929 269.1 زمان آموزش )ثانیه(

 99911 1993 21919 1923 زمان آزمايش )ثانیه(

 9لايه 

 %16911 %1.936 %991.. %6931. دقت کلي

 91.916 99933 131961 63912 زمان آموزش )ثانیه(

 .2692 1916 61933 1923 زمان آزمايش )ثانیه(

 

در  يشنهادیروش پ يریحاصل از بکارگ جياگرچه نتا

عوارض  يبندطبقه نهیآن در زم ييتوانا انگریب تحقیق نيا

چندگانه  يهابا استفاده از ادغام اطلاعات سنجنده يشهر

 ليروش فوق موارد ذ ييکارا شيبه منظور افزا باشد،يم

 :گردديم شنهادیپ يآت قاتیتحق يبرا

 قیدق يبندبه منظور طبقه نينو يروش ق،یتحق نيدر ا 

اتوانکدر و  يعصب يهابر شبکه يمبتن يعوارض شهر

 گريد يبر رو قیکانولوشن ارائه شده است؛ تحق

بولتزمن محدود  نیماش ریژرف نظ يریادگي يهامدل

دست به جينتا يسنجبه منظور صحت توانديم شده

 .ردیآمده مورد استفاده قرار گ

 به منظور  يبعدکي يعصب يهاشبکه ق،یتحق نيدر ا

رار گرفته مورد استفاده ق يفیفراط ريتصاو يبندطبقه

با هدف  يبعدسه يعصب يهااست؛ استفاده از شبکه

صورت به يساختار اطلاعات مکان يرینظرگ در

دسته  نيا يکارآمد شيموجب افزا توانديم ،يدوبعد

 .گردد يبندطبقه يهااز روش

 يبندبه منظور طبقه يعصب يهاشبکه ق،یتحق نيدر ا 

 يسازادهیو پ يطراح يفراحرارت ايو  يمرئ ريتصاو

متداول سنجش  ريتصاو گريد يبنداست، طبقه دهيگرد

روش  يسنجبه منظور صحت تواندياز دور م

 .ردیمورد استفاده قرار گ يشنهادیپ

 به  يعصب يهاشبکه يمدل معمار ق،یتحق نيدر ا

و  يسنجش از دور طراح ريتصاو يبندمنظور طبقه

از  يهايمدل معمار يریاست؛ بکارگ دهيگرد يسازادهیپ

نت [، گوگل26نت ]الکس رینظ دهيآموزش د شیپ

، و يریادگي[ با هدف انتقال 62] رزنت اي[ و 61]

 ريتصاو يبندطبقه يها در کاربردهاآن يسازنهیبه

مجدد  يبه طراح ازیباعث عدم ن توانديسنجش از دور م

 .ژرف گردد يریادگي يآموزش مدل معمار يحت ايو 
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 نيها در بالاترکننده يبندادغام طبقه ق،یتحق نيدر ا 

 يریگمیسطح تصم گر،يعبارت دبه ايسطح ممکن و 

 قیعم قیتلف يبر رو قیصورت گرفته است؛ تحق

از  گريد يکيعنوان چندگانه به يهااطلاعات سنجنده

 .گردديم شنهادیپ يآت قاتیتحق يهانهیزم
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