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 (1931 ارديبهشت، تاريخ تصويب 1931 دي)تاريخ دريافت 

 چکیده

هاي مختلف حاصل از تصاوير سنجنده زماني   هايسري بنديامروزه، تشخیص دقیق نوع محصولات کشاورزي با استفاده از طبقه

هاي چندطیفي و يا فراطیفي ايجاد هاي زماني که با استفاده از تصاوير سنجندهاي از سريسنجش از دوري، رو به افزايش است. دسته

بندي هاي طبقههاي زماني، الگوريتمسري هاي زماني چندمتغیره هستند. علیرغم محتواي بالاي اطلاعاتي اين نوع ازشوند، از نوع سريمي

در مقاله پیش رو، به منظور رفع اين مشكل و  بندي آنها نیستند.ها، قادر به طبقهبعدي بودن اين نوع از داده -موجود، به دلیل چهار

ائه شده است. در اين روش، ابتدا هاي يادگیري چندکرنلي اري استفاده از الگوريتمهاي زماني چندمتغیره، روشي بر پايهبندي سريطبقه

هاي يادگیري چندکرنلي ها با استفاده از الگوريتمشود و سپس اين کرنلي اخذ شده در هر تاريخ، ساخته مييک کرنل با استفاده از داده

هاي ها در الگوريتمادهبندي دشوند. سپس از کرنل ترکیبي حاصل، براي طبقهترکیبي، با يكديگر ادغام مي در قالب کرنلي به نام کرنل

زماني  تصاوير سنجش از دوري مختلف شود. در ادامه براي ارزيابي روش پیشنهادي، از دو سريبندي مبتني بر کرنل استفاده ميطبقه

کشور اي کشاورزي در هستند که از منطقه RapidEyeهاي زماني شامل ده تصوير اخذ شده توسط سنجندهاستفاده شده است. هر دو سري

شوند، زماني در قالب يک مكعب داده به هم الحاق ميهاي مختلف سريي زمانها، که در آن دادهاز روش الحاق داده .نداکانادا تهیه شده

به عنوان روش معیار براي مقايسه با روش پیشنهادي استفاده شده است. کرنل ترکیبي حاصل از روش پیشنهادي و همچنین کرنل حاصل 

هاي بردار پیشتیبان بكار گرفته شده است. در اين مقاله براي محاسبه کرنل بندي ماشینها، براي آموزش الگوريتم طبقهحاق دادهاز روش ال

در  ترکیبي، علاوه بر استفاده از چند الگوريتم متداول يادگیري چندکرنلي، الگوريتم يادگیري چندکرنلي تعمیم يافته نیز براي نخستین بار

ي هاي بردار پیشتیبان در دو حالت، نشان دهندهبندي الگوريتم ماشینزماني معرفي شده است. مقايسه دقت طبقهندي سريبحوزه طبقه

هاي مختلف يادگیري چندکرنلي در چارچوب روش پیشنهادي، دقت بسیار بالاتر روش پیشنهادي بود. همچنین نتايج مقايسه الگوريتم

 هاي زماني دارد. کرنلي تعمیم يافته علاوه بر دقت بیشتر، حساسیت کمتري نیز به نويز موجود در سرينشان داد که الگوريتم يادگیري چند

الگوريتم يادگیري چندکرنلي تعمیم  ،الگوريتم يادگیري چندکرنلي زماني چندمتغیره،سري ،زمانيبندي سريطبقه واژگان کلیدی:

 يافته

                                                           
 نويسنده رابط *

223

mailto:asafari@ut.ac.ir
mailto:asafari@ut.ac.ir
mailto:saeid.homayouni@uOttawa.ca
mailto:saeid.homayouni@uOttawa.ca


 

تم
وري

الگ
ه 
پاي
ر 
ن ب

وي
ي ن

وش
ه ر

رائ
ا

ي 
ها

قه
طب
ي 
برا
ي 
رنل
دک
چن
ي 
یر
دگ
يا

ي
ند
ب

 ... 

 مقدمه -1 

تشخیص نوع محصولات کشاورزي از موضوعات حائز 

گیران حوزه کشاورزي دقیق اهمیت براي مسئولین و تصمیم

است؛ چرا که نوع محصول يكي از مهمترين اطلاعات لازم 

ها و مطالعات اين حوزه است. انجام بسیاري از پردازش براي

بیني براي مثال تخمین سطح زير کشت محصولات، پیش

حجم محصول قابل برداشت و تخمین آب مورد نیاز هر 

. [2, 1]محصول، همگي در گرو دانستن نوع محصول است 

هاي سنجش از دوري به بندي دادهامروزه استفاده از طبقه

علت پوشش وسیع جغرافیايي و همچنین اطلاعات طیفي 

دف تشخیص نوع محصولات کشاورزي مناسب اين داده، با ه

. با اين وجود به دلیل تغییرات [4, 9]رو به افزايش است 

زياد طیف بازتابي محصولات کشاورزي در طول دوره رشد 

توان با استفاده از اطلاعات موجود در يک تصوير، آنها، نمي

. براي رفع اين [1]بندي رسید به دقت مطلوبي براي طبقه

 1هاي زمانياي به صورت سريمشكل، از تصاوير ماهواره

(SITSبراي طبقه ) محصولات کشاورزي استفاده ميبندي-

اي، در اصطلاح به هاي زماني تصاوير ماهوارهشود. سري

شود که در اي از تصاوير سنجش از دوري گفته ميمجموعه

هاي مختلف و از يک منطقه واحد اخذ شده باشند. اين زمان

ي چندين تاريخ مختلف، ها به دلیل دارا بودن دادهداده

ار ارزشمندي در مورد تغییر طیف دربردارنده اطلاعات بسی

بازتابي محصولات در دوره رشد آنها هستند. اين اطلاعات، 

زماني به تنهايي هاي سريهاي هیچ يک از تاريخکه از داده

پذيري بیشتر توانند باعث تفكیکقابل استخراج نیستند، مي

 .[1]بندي شوند محصولات و افزايش دقت طبقه

توان به دو اي را ميزماني تصاوير ماهوارههاي سري

. [7]تقسیم کرد  9متغیرهو چند 2متغیرهدسته تک

هايي اطلاق زمانيمتغیره، به سريهاي زماني تکسري

يخ از آنها به صورت يک تصوير شود که داده در هر تارمي

ها براي ترين راه. يكي از رايج[8]باندي قابل ارائه است تک

زماني، استخراج يک به دست آوردن اين نوع از سري

هاي زمانيشاخص گیاهي از هر تاريخ داده است. سري

هاي گیاهي مختلف، به صورت حاصل از شاخص

هاي گوناگون در حوزه کشاورزي اي براي پردازشگسترده

                                                           
1 Satellite Image Time-Series (SITS) 
2 Univariate Satelite Image Time-series 

3 Multi-variate Satelite Image Time-series 

, 1]اند بندي محصولات استفاده شدهله طبقهدقیق از جم

هاي چندمتغیره هستند. زمانيسريي دوم، . دسته[3-12

هاي زماني، به صورت ي هر تاريخ در اين نوع ازسريداده

يک تصوير چندباندي قابل ارائه است. تمام 

هاي هايي را که با استفاده از سنجندهزمانيسري

توان در اين دسته شوند، ميچندطیفي و فراطیفي اخذ مي

از چند باند محدود بندي نمود. از آنجايي که استفاده طبقه

هاي گیاهي، باعث از دست داده براي محاسبه شاخص

شود که در محاسبه شاخص رفتن اطلاعات باندهايي مي

هاي زماني چندمتغیره محتواي اند، سرياستفاده نشده

هاي زماني اطلاعاتي  بسیار بیشتري در مقايسه با سري

 هاي گیاهي دارند.ي شاخصمتغیرهتک

هاي زماني اطلاعاتي بالاي سري علیرغم محتواي

بندي آنها براحتي قابل انجام نیست. چرا که چندمتغیره، طبقه

هاي زماني بعدي بودن سري-4هاي موجود به دلیل الگوريتم

چندمتغیره )با در نظرگرفتن زمان به عنوان بعد چهارم(، قادر 

. به همین [8]زماني نیستند بندي اين نوع از سريبه طبقه

چندمتغیره در سنجش از  زمانيهاي بندي سريعلت طبقه

 اي حل نشده باقي مانده است. دور به عنوان مسئله

بندي ترين راهكار براي حل اين مشكل و طبقهساده

هاي زماني چندمتغیره،  استفاده از روشي است که در سري

ها نامیده شده است. در اين روش، ابتدا اين مقاله، الحاق داده

هاي مختلف به هم الحاق شده و نهاي اخذ شده در زماداده

بندي استفاده سپس مكعب داده حاصل از اين کار براي طبقه

علیرغم عملي بودن، دو مشكل عمده   شود. اين راهكارمي

هاي مختلف دارد. اول اينكه تصاوير اخذ شده در تاريخ

در مورد  4هاي زماني، اطلاعات مختلف و گاهاً ناهمگونيسري

کشاورزي دارند، که اين راهكار قادر به  بندي محصولاتطبقه

رفع اين مشكل نیست. براي مثال طیف دو محصول 

کشاورزي مختلف ممكن است در تصاوير ابتدا و انتهاي 

زماني بسیار به هم شبیه باشند و اما طیف همین دو سري

زماني به خوبي از هم قابل محصول در تصاوير میانه سري

ن راهكار، بالا بودن ابعاد تفكیک باشند. دومین مشكل اي

ها است، که احتمال رخداد مكعب داده حاصل از الحاق داده

 .[19]دهد را افزايش مي Hughesپديده 

هاي زماني چندمتغیره، بندي سريبنابراين براي طبقه
ها بايد به نحوي ارائه شوند که علاوه بر قابل اين داده

                                                           
4 Heterogenous 
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بندي موجود، تاثیر هاي طبقهبندي بودن با الگوريتمطبقه
ها نیز بر روي نتايج تا حد ممكن کاهش بیابد. ناهمگوني داده

بندي به اين منظور در اين مقاله، راهكاري براي طبقه
هاي زماني چندمتغیره با استفاده از الگوريتم يادگیري سري

 MKLهاي ( ارائه شده است. الگوريتمMKL) 1چندکرنلي
هستند که هدف آنها  2هاي يادگیري کرنلگروهي از الگوريتم

هاي مبتني بر کرنل )مانند بهبود دقت و کارايي الگوريتم
است. به اين  (SVM، 9هاي بردار پشتیبانالگوريتم ماشین
به جاي استفاده از يک کرنل در  MKLهاي منظور الگوريتم

ل ترکیبي که حاصل هاي مبتني بر کرنل، از يک کرنالگوريتم
کنند. تفاوت ها است، استفاده ميادغام گروهي از کرنل

هاي گوناگوني استفاده مختلف، روش MKLهاي الگوريتم
 . [14]هاست شده توسط آنها براي بهینه کردن ترکیب کرنل

مختلفي در  MKLهاي هاي اخیر الگوريتمدر سال
و همچنین سنجش از دور ارائه  هاي يادگیري ماشینحوزه
ها، الگوريتم يادگیري ترين اين الگوريتماند. يكي از موفقشده

. اين الگوريتم [11]( است GMKL) 4چندکرنلي تعمیم يافته
هاي سنجش از دوري نیز بندي دادهکه اخیراً  براي طبقه

، علیرغم داشتن نتايج بهتري از ساير [11]استفاده شده است 
هاي زماني استفاده بندي سريها، تاکنون براي طبقهالگوريتم

ه عبارتند از: هاي نوآورانه اين مقالنشده است. بنابراين جنبه
براي  MKLهاي ارائه روشي جديد بر مبناي الگوريتم

هاي زماني چندمتغیره و همچنین ارزيابي بندي سريطبقه
 MKLهاي و مقايسه آن با ساير الگوريتم GMKLالگوريتم 
 هاي زماني چندمتغیره.بندي سريبراي طبقه

در ادامه اين مقاله، در بخش دوم، الگوريتم يادگیري چند 
و همچنین روش پیشنهادي براي  GMKLکرنلي، الگوريتم 

هاي زماني چندمتغیره با استفاده از الگوريتم بندي سريطبقه
GMKL  ها و شوند. در بخش سوم، دادهمعرفي مي

گردند. نتايج در بخش چهارم و ها بررسي ميسازي روشپیاده
 گیري در بخش انتهاي مقاله ارائه شده اند. نهايتاً نتیجه

 شناسی روش -2

همچنین   MKLهايدر اين بخش ابتدا مباني الگوريتم

توضیح داده خواهند شد و در انتها روش  GMKLالگوريتم 

هاي زماني چندمتغیره با بندي سريپیشنهادي براي طبقه

                                                           
1 Multiple Kernel Learning (MKL) 

2 Kernel Learning algorithms 
3 Support Vector Machines (SVM) 

4 Generalized Multiple Kernel Learning (GMKL) 

ارائه شده است. از آنجايي  MKLهاي استفاده از الگوريتم

ارائه  SVM بنديبراي طبقه MKLهاي که اغلب الگوريتم

ها براي حالت اند، در اين بخش مباني اين الگوريتمشده

شود. براي استفاده از بندي دوکلاسه شرح داده ميطبقه

توان با بندي چندکلاسه ميها در حالت طبقهاين الگوريتم

-يک و يا يک-دربرابر-ي مثل يکهاياستفاده از استراتژي

بندي چندکلاسه را به چندين همه، مسئله طبقه-دربرابر

 MKLهاي بندي دوکلاسه تقسیم نمود و از روشطبقه

 . [18, 17]براي هر يک استفاده کرد 

 MKLهای الگوریتم -2-1

فرض کنید که مجموعه 
1,...,

,
i n

i iT y


 x  شاملn 

,ي آموزشي نمونه 1,...,D

i i n x  به همراه برچسب

هاي متناظر آنها کلاس 1, 1iy     .در دسترس باشد

کرنل مبنا  Mاي از داده، مجموعهبا استفاده از اين 

 1 2, ,..., MK K K  محاسبه شده است، که فضاي کرنل

هاي مبنا شود. کرنلنمايش داده ميmهريک از آنها با 

هاي مختلف داده و يا انتخاب توابع 1توانند از ويژگيمي

 . [14]کرنل مختلف و از يک داده محاسبه شوند 

از  ايتخمین ترکیب بهینه MKLهاي الگوريتم هدف

سازي استخراج اطلاعات از داده هاي مبنا براي بیشینهکرنل

ها، با . براي دستیابي به اين هدف، اين الگوريتم[18] است

) 7، کرنلي به نام کرنل ترکیبي 1استفاده از يک تابع ترکیب

(.,.) (.), (.)c c c Kهاي مبنا مي( را از ادغام کرنل-

-ت بسیار غني.  کرنل ترکیبي محتواي اطلاعا[14]سازند 

-ها در مقايسه با هر يک از کرنلبندي دادهتري براي طبقه

هاي مبنا خواهد داشت، چرا که تمام اطلاعات مفید هر 

کرنل مبنا توسط تابع ترکیب به اين کرنل انتقال يافته است. 

هاي مبنا باشد مادامي تواند هر تابعي از کرنلترکیب مي تابع

معین باشد. -يک کرنل مثبت که کرنل ترکیبي حاصل از آن،

انواع مختلفي از اين تابع ارائه شده است، اما معمولًا تابع 

خطي که در معادله زير نشان داده شده است، به عنوان تابع 

 . [13]شود ترکیب استفاده مي

(1) 
1

M

c i i

i

d


K K 

                                                           
5 Features 
6 Combination function 

7 Composite Kernel 
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تر شدن تابع ترکیب، علاوه بر ساده اينبا استفاده از  

محاسبات نتايج بهتري در مقايسه با ساير انواع غیرخطي 

 . در اين تابع[18]توابع بدست خواهد آمد 

, 1,...,id i M هاي غیرمنفي متناظر با کرنل مبناي وزن

i –  .بنابراين با استفاده از اين تابع ترکیب، ام هستند

، MKLترين کرنل ترکیبي توسط مسئله تخمین بهینه

  شود.هاي مبنا ميکرنل تبديل به مسئله بهینه کردن وزن

هاي اخیر بسیار مخلتفي در سال MKLهاي الگوريتم

ها و فرضیات مختلفي براي ارائه شده است، که از روش

در بین تمام کنند. ها استفاده ميسازي وزنبهینه

تخمین ترين روش براي ، پراستفادهMKLهاي الگوريتم

ها بردار وزن
1( ,..., )T

Md dd،  بهینه کردن خطاي

-ینهاست. در اين حالت مسئله به 1بندي تنظیم شدهطبقه

 به صورت زير قابل بیان خواهد بود: MKLسازي 

(2) 
2

, ,
1

1
min ( , ( ))

2

Sbject to:

c

n

i i
b

i

C y f x


 
 

 




w d

w

d

 

)در اين رابطه , ( )) max(0,1 ( ( ))i i i iy f x y f x  

بندي )ابرصفحه است. تابع طبقه 2بنديخطاي طبقه

)جداکننده( با ) ( )t

cf b x w x  نشان داده شده است

بردار نرمال بر ابرصفحه در فصاي کرنل  w که در آن

به ترتیب نمايانگر باياس و   Cو bاست. پارمتر  cترکیبي 

يک  پارامتر تنظیم الگوريتم هستند. در اين رابطه 

هاي مبنا از اعضاي اين کرنل مجموعه محدب است که وزن

( 2توان نشان داد که معادله )مي شود.مجموعه انتخاب مي

 زير قابل بازنويسي است: 3به صورت فرم دوگانه

(9) 
1

1
min max 1 ( ) ( )( )

2

0

Subject to:
0   1, ,

T T

c

n

i i

i

i

y

C i n







 
 

 



   





d α
α α y K d α y

d

 

)1که در آن  , , )T

n α هاي لاگرانژ بردرا ضربگر

)و  است )cK d ( بدست 1) معادلهکرنل ترکیبي است که از

                                                           
1 Regulairized Classification Error 

ترين آنها که با نام بندي انواع مختلفي دارد، اما در اينجا از متداولخطاي طبقه 2

Hinge Loss استفاده شده است.شود، شناخته مي 
3 Duall form 

آيد. مي 1, ,
T

ny yy هاست که ضرب بردار برچسب

هاي لاگرانژ به صورت آن با بردار ضربگر مولفهبه  مولفه

 α y.نشان داده شده است  

در روش استفاده شده و  MKLهاي مختلف تفاوت روش

 ( است.9( و )2ادلات )سازي معهمچنین فرضیات آنها براي بهینه

هاي اخیر مورد در سال MKLهاي استفاده از الگوريتم 

توجه محققان زيادي در سنجش از دور قرار گرفته است. 

مكاني -هاي طیفيبراي ترکیب ويژگي MKLهاي روش

ها استفاده شده است. اين الگوريتم [22]ها در داده

هاي مختلف هاي سنجندههمچنین براي ترکیب داده

هاي . در اين مقالات تعیین وزن[22, 21]استفاده شده اند 

هاي استقرائي انجام شده است. هر کرنل با استفاده از روش

براي تعیین میزان اهمیت هر  SimplMKLالگوريتم 

استفاده شده  [29]بندي داده در مقاله ويژگي براي طبقه

هاي مختلف )محاسبه شده از است. در اين مطالعه کرنل

هاي گوناگون داده( با اين الگوريتم با هم ترکیب ويژگي

اند و وزن هر کرنل به عنوان میزان اهمیت آن تلقي شده

براي  MKLهاي ي ديگري از الگوريتمشده است. دسته

اند، که در اين هاي سنجش از دوري پیشنهاد شدهداده

ها ابتدا شوند. در اين روشها زيرفضا نامیده ميمقاله، روش

شوند و سپس هاي مبنا به بردارهايي تبديل ميتمام کرنل

شود. يک ماتريس از الحاق اين بردارها به هم ايجاد مي

ماتريس به يک پس از اين مرحله، ضرايب انتقال اين 

ها زيرفضاي يک بعدي از آن به عنوان ضرايب کرنل

هاي مختلفي با استفاده از شود. الگوريتماستفاده مي

هاي گوناگون استخراج زيرفضا پیشنهاد شده است. روش

( از RMKL) Representitive MKLبراي نمونه الگوريتم 

، الگوريتم 4تجزيه مقادير ويژه منفرد روش

Discriminative MKL ازضابطه فیشر و همچنین روش ،

no-negative matrix factorization  براي تعیین زيرفضا

 . [21-24]کنند استفاده مي

در اينجا الگوريتم  MKLهاي مختلف از بین الگوريتم

GMKL  به دلیل نتايج بهتر و همچنین دارا بودن مباني نظري

قوي، با جزئیات بیشتر ارائه خواهد شد. براي مطالب بیشتر در 

هاي آنها، ها و همچنین تفاوتگوريتممورد جزئیات و انواع ال

 مراجعه نمود.  [18, 11, 14]توان به مقالات مي

 

                                                           
4 Singular Value Decomposition 
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 GMKLالگوریتم  -2-2

و  Varmaتوسط  2223در سال  GMKLالگوريتم 

Babu (، 2)معادله . در اين الگوريتم [11] ه استارائه شد

يک جمله  نو اضافه شدبا حذف محدب بودن مجموعه 

)) 1تنظیم کننده ) d به اين معادله، به صورت زير )

 بازنويسي شده است:

(4) 
2

, ,
1

1
min ( , ( )) ( )

2

Sbject to: 0

c

n

i i
b

i

C y f x


 
  

 




w d

w d

d

 

که فرم  توان نشان داد،در اين حالت به راحتي مي

 سازي بالا، به صورت زير قابل محاسبه است:دوگانه بهینه

(1) 
1

1
min max 1 ( ) ( )( ) ( )

2

0

subject to:
0   1, ,

0

T T

c

n

i i

i

i

y

C i n







 
  

 



   





d α
α α y K d α y d

d

 

( قابل مشاهده است، اين 1طور که از معادله )همان

سازي سازي نسبت به ضربگرهاي لاگرانژ از نوع بهینهبهینه

هاي مبنا از نوع مقعر است. محدب و نسبت به ضرايب کرنل

سازي نسبت به هر دو دسته براي حل همزمان اين بهینه

توان از استراتژي )ضربگرهاي لاگرانژ و ضرايب کرنل(، مي

ابتدا سازي متناوب استفاده نمود. در اين استراتژي بهینه

شود )در اولین مرحله مقادير ضرايب کرنل معلوم فرض مي

همه ضرايب برابر با هم و يا به صورت اتفاقي اختصاص 

سازي محدب ضرايب يابند.( و با استفاده از يک بهینهمي

شوند. در مرحله دوم با ثابت فرض لاگرانژ تخمین زده مي

کننده کردن ضرايب لاگرانژ و با فرض اينكه جمله تنظیم 

پذير باشد، از روش بیشنیه شیب نسبت به ضرايب مشتق

شود. اين دو ها استفاده ميبراي تخمین ضرايب کرنل

سازي تا يک تعداد تكرار معین يا برقراري ي بهنیهمرحله

 شوند. شرطي براي خاتمه عملیات تكرار مي

مزاياي زيادي در مقايسه با ساير  GMKLالگوريتم 

دارد. اول اينكه براي تخمین ضربگرهاي  MKLهاي الگوريتم

استفاده  SVMهاي حل توان در آن از روشلاگرانژ، مي

( با فرض معلوم 1سازي معادله )نمود. چرا که مسئله بهینه

                                                           
1 Regularization Term 

سازي هاي مبنا تبديل به مسئله بهینهبودن ضرايب کرنل

توان از شود. ثانیاً در اين الگوريتم، ميمي  SVMالگوريتم 

به عنوان عبارت تنظیم  dپذير نسبت به شتقهر تابع م

تواند براي کننده استفاده کرد. در انتها، اين الگوريتم مي

 ها نیز مورد استفاده قرار بگیرد. ترکیب غیرخطي کرنل

های زمانی با استفاده از بندی سریطبقه -2-3
GMKL 

هاي زماني چندمتغیره با استفاده بندي سريبراي طبقه

هاي مبنا از اهمیت ، محاسبه کرنلMKLهاي از الگوريتم

اي برخوردار است. براي استخراج بیشینه اطلاعات ويژه

ممكن از داده، بايد ابتدا آن را به کوچكترين اجزاي حاوي 

اطلاعات تقسیم نمود و سپس اطلاعات هر يک از اين اجزا 

هاي . براي سري[27]را استخراج و با هم ترکیب نمود 

هاي مختلف خزماني چندمتغیره، داده اخذ شده در تاري

توان به عنوان اجزاي اطلاعاتي در نظر سري زماني را مي

گرفت. پس در روش پیشنهادي، ابتدا از هر تاريخ داده سري 

شود. زماني يک کرنل به عنوان کرنل مبنا محاسبه مي

)يا هر  GMKLها با استفاده از الگوريتم سپس، اين کرنل

و در نهايت  شوندديگري( با هم ترکیب مي MKLالگوريتم 

کرنل ترکیبي حاصل از اين الگوريتم براي آموزش الگوريتم 

SVM (، 1شود. شكل )بندي نهايي داده استفاده ميو طبقه

تاريخ داده را با  Mزماني با بندي يک سريمراحل  طبقه

 دهد.استفاده از روش پیشنهادي نشان مي

 
بندي مراحل اجرايي الگوريتم پیشنهادي براي طبقه -1شكل

 زماني چندمتغیرهسري
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 سازیداده و پیاده -3 

 ی سری زمانیداده -3-1

بندي براي طبقه GMKLبراي ارزيابي دقت الگوريتم 
اي محصولات کشاورزي،  دو سري زماني از تصاوير ماهواره

اي کشاورزي در نظر گرفته شده است. هر دو از منطقه
هستند  مرجع شده-زماني متشكل از ده تصوير زمینسري

و در سال زراعي  RapidEyeهاي که توسط سنجنده
 Manitobaواقع در استان  Winnipeg، در منطقه 2212

اند. زمان اخذ تصاوير در جدول در کشور کانادا، اخذ شده
متر و  1ها با قدرت تفكیک ( نشان داده شده است. داده1)

اند. به دلیل وسعت منطقه و در پنج باند طیفي اخذ شده
تر چنین گوناگوني محصولات موجود، دو منطقه کوچکهم

کیلومترمربع براي ارزيابي استفاده شده است.  21با ابعاد 
اين دو منطقه که دربردارنده محصولات کشاورزي عمده 

نامگزاري  P2و  P1هاي منطقه هستند، در اين مقاله با نام
اند. براي هر دو منطقه مورد مطالعه، با استفاده از شده

قشه محصولات موجود، مزارع شناسايي شده و از آنها ن
 هاي ارزيابي استخراج شدههاي آموزشي و نمونهنمونه

هاي است. نام محصولات هر منطقه و همچنین تعداد نمونه
ي ارزيابي و آموزشي در هر انتخاب شده به عنوان نمونه

( نشان داده شده است. 9( و جدول )2منطقه در جدول )
اين تصاوير هر تاريخ داده از هر منطقه در شكل علاوه بر 

 ( نشان داده شده است.9( و )2)

 هاي زمانيها در سريتاريخ اخذ داده -1جدول

 شماره تاريخ تصويربرداري

May  14  1 

22 May  2 

4 June  9 

28 June  4 

1 July  1 

21 July  1 

13 August  7 

23 August  8 

3 September  3 

14 September  12 

 

 

 

 

 

هاي آموزشي و ارزيابي به ازاي نام محصولات و تعداد نمونه -2جدول

 P1زماني هر کلاس براي سري

تعداد نمونه 

 ارزيابي
 

تعداد نمونه 

 آموزشي
 شماره نام محصول 

 1 ذرت  197  1411

 2 کانولا  143  4121

 9 گندم  147  2247

 4 سويا  112  2232

 1 دو سر جو  192  1212

 1 علوفه  122  114

 جمع  811  11213

 
هاي آموزشي و ارزيابي به ازاي نام محصولات و تعداد نمونه -9جدول

 P2زماني هر کلاس براي سري

تعداد نمونه 

 ارزيابي
 

تعداد نمونه 

 آموزشي
 شماره نام محصول 

 1 کانولا  212  4439

 2 گندم  171  2348

 9 سويا  217  4212

 4 جو دوسر  178  2142

 1 علوفه  91  493

 1 آفتابگردان  33  222

 7 جو  31  224

 جمع  1211  11292

 پیاده سازی -3-2

هاي اين مقاله، به منظور بررسي و مقايسه سازيپیاده

هاي زماني چندمتغیره با استفاده از بندي سريدقت طبقه

همچنین مقايسه ها و و روش الحاق داده GMKL الگوريتم

 انجام شده است.  MKLهاي مختلف کارايي بین الگوريتم
بندي  الگوريتم دقت طبقه  اين مقاله، دربه اين منظور 

SVM هاي هاي ترکیبي الگوريتمآموزش ديده با کرنل

MKL  مختلف و همچنین کرنل حاصل از روش الحاق

 ها به عنوان معیار ارزيابي استفاده شده است. داده
هاي مبنا و همچنین ها )کرنلاي محاسبه تمام کرنلبر

، RBFها(، از تابع کرنل کرنل مكعب داده حاصل از الحاق داده

استفاده شده است. اين کرنل به دلیل داشتن نتايج خوب و 

. [28] همچنین پیچیدگي محاسباتي کم انتخاب شده است

لايه  -cross-validation ،1پارامتر اين کرنل با استفاده از روش 

انتخاب شده  1/2با افزايش  12تا  21/2و از مجموعه اعداد بین 

، نیز با استفاده از از روش SVMاست. پارامتر تنظیم کننده 
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cross-validation ،1-  21/2[لايه و از مجموعه اعداد بین بازه-

 است.  واحدي انتخاب شده 12با افزايش  ]222
با چندين الگوريتم  GMKLنتايج الگوريتم  مقالهدر اين 

MKL اند که ديگر در قالب روش پیشنهادي مقايسه شده

 SimpleMKL  ،[11]KL-sum ،KA-MKL[23]عبارتند از: 

[11]،]24[ Repretative MKL (RMKL)مقايسه  . اين

بندي و همچنین زمان محاسبات هر برمبناي دقت طبقه

بندي چندکلاسه الگوريتم انجام شده است. در اينجا براي طبقه

 همه استفاده شده است.  -در برابر-از استراتژي يک

 نتایج -4

بندي را براي نتايج حاصل از طبقه 4جدول

 دهند. در اين جدول دقتنشان مي P2و  P1هاي زمانيسر

، Kappaبندي )بر حسب درصد(، شاخص کلي طبقه

شاخص میانگین دقت هر کلاس )بر حسب درصد( و 

و  MKLهاي همچنین زمان محاسبات )براي الگوريتم

 برحسب ثانیه( گزارش شده است. 

 

     
 )هـ( )د( )ج( )ب( )الف(

     
 )ي( )ط( )ح( )ز( )و(

، ز( Jul-21، و(Jul -1هـ(    ،Jun-28، د(Jun -4، ج(May-22، ب( May-14، الف( P1زماني هاي مختلف سرياز تاريخ RGBتصاوير  -2شكل

13- Aug )23، ح- Aug )3، ط-Sep )14، ي-Sep 

     
 )هـ( )د( )ج( )ب( )الف(

     
 )ي( )ط( )ح( )ز( )و(

، ز( Jul-21، و(Jul -1هـ(    ،Jun-28، د(Jun -4، ج(May-22، ب( May-14، الف( P3زماني هاي مختلف سرياز تاريخ RGBتصاوير  -9شكل

13- Aug )23، ح- Aug )3، ط-Sep )14، ي-Sep 
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 هاي مختلفزماني بر حسب شاخصبندي دو سرينتايج حاصل از طبقه -4جدول 

 الگوريتم استفاده شده
 زمانيسري شاخص دقت

GMKL RMKL KA-MKL SimpleMKL MKL-sum الحاق داده 

32/33 32/73  دقت کلي )%( 11/14 22/73 47/73 93/82 

P1 
83/0 74/2  74/2 74/2 79/2 11/2 Kappa شاخص   

 )%( ها میانگین دقت کلاس 42/12 71/74 19/79 77/71 21/71 38/87

 زمان )ثانیه( -- 2 9/1 9/8 9/2 8/9

 دقت کلي )%( 24/81 39/81 11/87 18/81 73/81 27/38

P2 
34/0 89/2 82/2 89/2 89/2 71/2 Kappa شاخص   

 )%( ها میانگین دقت کلاس 92/89 42/87 42/87 31/81 99/87 73/38

 زمان )ثانیه( - 2 2/194 11/12 9/2 9/91

 

توان به اين جدول ميبا توجه به نتايج گزارش شده در 

دقت  MKLهاي راحتي مشاهده نمود که تمامي الگوريتم

اند. دلیل اين ها نشان دادهبسیار بالاتري از روش الحاق داده

ها در استخراج توان ناتواني روش الحاق دادهامر را مي

طور زماني دانست. همانهاي ناهمگون سرياطلاعات از داده

بندي براي طقه GMKLدهد، الگوريتم که نتايج نشان مي

 MKLهاي دقت بسیار بالاتري از بقیه روش P1زماني سري

مورد مقايسه داشته است. اين در حالي است که در 

، تنها شاهد افزايش جزئي دقت با P2زماني بندي سريطبقه

استفاده از اين الگوريتم هستیم. براي نمونه با در نظر گرفتن 

به دقت  P1براي سري زماني  GMKLم دقت کلي، الگوريت

درصد رسید که اين دقت تقريباً سه درصد بیشتر از  92/89

است که رده دوم بالاترين دقت را  KA-MKLالگوريتم 

، مقايسه دقت الگوريتم P2زماني داشته است. اما براي سري

GMKL  ( با دقت دومین الگوريتمSimpleMKL تنها )1/2 

است. در توضیح اين پديده درصد افزايش نشان داده 

( مشخص 2طور که از شكل )توان عنوان کرد که همان مي

به دلیل وجود ابر و سايه ابر در سه  P1زمانياست، سري

زماني تاريخ، سطح نويز بسیار بالاتري را در مقايسه با سري

P2 توان افزايش دقت الگوريتم دارد. پس ميGMKL  در

حساسیت کمتر اين الگوريتم را نشان دهنده  P1زماني سري

 به نويز موجود در داده دانست. 

از ديگر نكات قابل توجه اين نتايج، دقت بالاي 

زماني هاي سريبندي دادهدر طبقه MKL-sumالگوريتم 

است. علاوه بر اين، اين الگوريتم به دلیل استفاده از 

هاي مبنا به عنوان کرنل ترکیبي، نیاز به جمع کرنلحاصل

سازي ندارد و بسیار سريع قابل اجراست. با اين بهینه

هاي ضعیف وجود، اين الگوريتم بسیار به وجود کرنل

بندي هايي که حاوي اطلاعات مفید براي طبقه)کرنل

نیستند.( حساس است. پس نتايج مطلوب اين الگوريتم در 

توان به دلیل عدم وجود چنین کرنلي در بین اينجا را مي

 بنا دانست.هاي مکرنل

، بجز MKLهاي در مقايسه زمان محاسباتي الگوريتم 

که هیچ زماني براي محاسبات نیاز  MKL-sumالگوريتم 

 RMKLبیشترين و الگوريتم  SimpleMKLندارد. الگوريتم 

و  GMKLکمترين زمان محاسباتي را داشتند. الگوريتم 

KA-MKL .نیز زمان محاسباتي متوسطي داشتند 

ذکر اين نكته ضروري بنظر  RMKLوريتم در مورد الگ 

 MKLهاي رسد که گرچه اين الگوريتم )و ساير الگوريتممي

کنند. اما اين هاي قابل قبولي را ارائه ميزيرفضا( گاهاً دقت

ي نظري مناسب هستند.  چرا که در هیچ ها فاقد زمینهروش

ها استفاده شده است، يک از مقالاتي که از اين الگوريتم

هاي مبنا به صورت توضیح قابل قبولي براي دلیل تبديل کرنل

دهندگان اين بردار ارائه نشده است. ثانیاً بر خلاف ادعاي ارائه

ها، ضرايب تبديل زيرفضاهاي استخراج شده، همیشه روش

شود که مثبت نیست، که استفاده از اين ضرايب باعث مي

 معین نباشد. -کرنل ترکیبي حاصل، مثبت

بندي هر ها در طبقهمقايسه بهتر کارايي الگوريتمبراي 

هاي محصولات )در اين مقاله، محصول، میانگین دقت

بندي هر کلاس به عنوان هاي درست طبقهدرصد نمونه

( 4دقت آن کلاس درنظر گرفته شده است.( در جدول )

گزارش شده است. همانطور که از اين شاخص نیز مشخص 

بندي هر قت بالاتري در طبقهبه د GMKLاست، الگوريتم 

بندي حاصل از روش طبقه کلاس رسیده است. نقشه

( 1( و شكل )4پیشنهادي و روش الحاق داده در شكل )

 نشان داده شده است.

230



  
ي
لم
 ع
يه
شر

ن
- 

ره 
ما
 ش
م،
فت
 ه
ره
دو
ي، 

دار
 بر
شه

 نق
ون

 فن
م و

لو
 ع
ي
هش

ژو
پ

1
اه 
ر م
يو
هر
 ش
،

19
31

  

  

 

س
ا

 

 گیرینتیجه -4

زماني چندمتغیره قادر به ارائه اطلاعات هاي سريداده

بندي و شناسايي محصولات بسیار ارزشمندي براي طبقه

بندي آنها به دلیل کشاورزي هستند. با اين وجود طبقه

زماني با مشكلات بسیاري هاي خاص اين نوع سريويژگي

هاي بندي سريروبرو است. در اين مقاله، روشي براي طبقه

هاي يادگیري چند زماني چندمتغیره با استفاده از الگوريتم

در  MKLهاي کرنلي ارائه شده است. اگرچه تمام الگوريتم

چارچوب روش پیشنهادي قابل استفاده هستند، اما در 

( GMKLاينجا الگوريتم يادگیري چندکرنلي تعمیم يافته )

براي اين منظور معرفي شده است. اين الگوريتم يكي از 

است که تا کنون براي  MKLهاي ترين الگوريتمموفق

هاي زماني بررسي نشده است. در اين بندي سريطبقه

، کارائي چندين GMKLین علاوه بر الگوريتم مقاله همچن

هاي زماني بندي سريديگر نیز براي طبقه MKLالگوريتم 

مقايسه شده است.  GMKLچندمتغیره ارزيابي و با کارائي 

زماني براي تشخیص محصولات بندي دو سرينتايج طبقه

بندي کشاورزي، نشان داد که روش پیشنهادي براي طبقه

ار موثرتر از روش الحاق داده است. هاي زماني بسیسري

بندي با علاوه بر اين،  بدست آوردن بالاترين دقت طبقه

زماني نشانگر در هر دو سري GMKLاستفاده از الگوريتم 

هاي توانايي بالاتر اين الگوريتم در مقايسه با ساير الگوريتم

MKL  است. اين الگوريتم همچنین دقت بالاتري در

 ي نويزي )به دلیل وجود ابر( داشت.هابندي دادهطبقه

 سپاسگزاری

-Agriاز موسسه  Jiali Shangاز خانم دکتر  نويسندگان

food  کشور کانادا، بخاطر فراهم آوردن امكان استفاده از

 . زماني اين مقاله کمال تشكر را دارندهاي سريداده

 
 ذرت 

   

 کانولا 

 گندم 

 سويا 

 دوسروج 

 علوفه 

 )الف( )ب( )ج( 

، الف( نقشه واقعیت زمیني، ب( نقشه حاصل از P1زماني براي سري هاي مختلفبندي حاصل از الگوريتمهاي طبقهنقشه -4شكل

 ها، ج( نقشه حاصل از روش الحاق دادهGMKLروش پیشنهادي با استفاده از الگوريتم 

 
 کانولا 

   

 گندم 

 سويا 

 جودوسر 

 علوفه 

 آفتابگردان 

 جو 

 )الف( )ب( )ج( 

، الف( نقشه واقعیت زمیني، ب( نقشه حاصل از P2زماني براي سري هاي مختلفبندي حاصل از الگوريتمهاي طبقهنقشه -1شكل

 هاالحاق داده، ج( نقشه حاصل از روش GMKLروش پیشنهادي با استفاده از الگوريتم 
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