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  ی باور عمیقشبکهبا استفاده از  ماهانه ی بارشزمان -یمکانی نیبشیپ

 (مورد مطالعاتی: منطقه شمال غرب ایران)

 2مهدی فرنقی، 1هاجر رحیمی

دانشگاه صنعتي خواجه  - بردارينقشهدانشکده مهندسي  - ي اطلاعات مکانيهاستمیسدانشجوي کارشناسي ارشد 6

 نصیرالدين طوسي 
rahimi@email.kntu.ac.ir 

 دانشگاه صنعتي خواجه نصیرالدين طوسي - بردارينقشهدانشکده مهندسي استاديار  2
farnaghi@kntu.ac.ir 

 (6931 بهمنب يخ تصوي، تار6931 آبانافت يخ دري)تار 

 دهیچک

محدوديت پیش  نيترياصل. باشديماز جمله ايران  کشورهاو پايدار، هدف اصلي تمامي  جانبههمهي سريع، توسعهدر جهان امروز، 

هاي اقلیمي در کشور ايران، محدوديت نيترمهمي جملهها است. از کشور يستيز طیمح طيشرا و يمیاقل تیوضعي پايدار، توسعهروي 

ي شمال منطقهي میزان بارش در ماهانهي نیبشیپاست. هدف اصلي اين تحقیق،  يزمان -يمکان نامناسب ياکندگپر با ي همراهناکاف بارش

ي نیبشیپي نقشهي ي باور عمیق و همچنین تهیهشبکهي عصبي کم عمق و شبکه نیماش يریادگي هايروشغربي ايران با استفاده از 

ي محیطي و هواشناسي، هادادهي بارش به همراه ساير هاداده. در اين تحقیق از باشديمي مطالعاتي منطقهزماني آن در  -توزيع مکاني

ي هواشناسي نیز به عنوان پارامتر توپوگرافي از هاستگاهيااستفاده شده است. ارتفاع و مختصات  2164تا پايان سال  6316ازابتداي سال 

ي بزرگ مقیاس اقلیمي در کنار هادادهور انجام پژوهشي جامع و افزايش دقت نتايج، از مدل رقومي ارتفاعي بدست آمد. همچنین به منظ

ي بارش، سبب شده است که در ي متنوع محیطي، توپوگرافي و اقلیمي اثر گذار بر پديدهپارامترهابهره برده شده است. وجود  هادادهساير 

سازي در آوري شد و بعد ازآمادههاي مورد نیاز جمعدر اين پژوهش ابتدا دادهزماني مواجه باشیم.  -ي مکانيهادادهاين تحقیق با کلان 

ي شد و سازادهیپي باور عمیق شبکهي عصبي کم عمق و شبکه سازي گرديد. در گام بعدي دواي کاساندرا ذخیرهي غیر رابطهپايگاه داده

زماني بارشِ هر دو شبکه براي دوازده ماه سال  -ي توزيع مکانينیبشیپي نقشهي با هر دو مدل صورت پذيرفت و نیبشیپآموزش، تست و 

 عمق کم عصبي يشبکه توسط شده بینيپیش يماهانه بارش میزان با پیوسته وقوع به يماهانه بارش مقدار يتهیه گرديد. مقايسه 2164

هاي زماني و حل پیچیدگي -هاي مکانيبا کلان دادهي باور عمیق از توانايي بیشتري در مواجه عمیق نشان داد که شبکه باور يشبکه و

جهت ارزيابي  F1 scoreو  Accuracy ،Precision، Recallي ارهایمعبیني بارش برخوردار است. همچنین در اين تحقیق از ي پیشمساله

ي باور عمیق به شبکهي عصبي کم عمق و براي شبکه Accuracyي پیشنهادي استفاده شد. نتايج نشان داد که مقادير هاعملکرد روش

به ترتیب  F1 scoreو مقادير  8/1و  6/1به ترتیب  Recall، مقادير 13/1و  13/1به ترتیب  Precision، مقادير 66/1و  16/1ترتیب برابر 

 باشد.مي 64/1و  13/1

ي عصبي کم عمق، شبکهزماني،  -، توزيع مکانيدادهي، کلان مکان اطلاعات يسامانهي بارش، ي ماهانهنیبشیپ :یدیواژگان کل

 ي باور عمیقشبکه

 

                                                           
  نويسنده رابط 
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 مقدمه -1

 يطوره ب ،است يبشر اتیح ياصل انکار از يکي آب

 يشکل چیه به زنده اتدموجو يبرا آن بدون زندگي هک

 نیزم سطح اعظم بخش هکنيا رغم به. باشدنمي تصور قابل

 است استفاده قابل آن از کياند بخش تنها پوشانده، آب را

 يجهان هاييتمحدود يتمام بر علاوه ران،يا کشور .[6]

 است يجهان نیانگیم سوم کي زانیم به يبارش يدارا آب،

 عيتوز. [2] کرده است بدل يمل يچالش به را آب بحران که

 ناهمگن اریبس يعیطب طيشرا لیدل به رانيا در آب يانکم

 عيتوز مانند به زین يجو نزولات يزمان عيتوزو  است

 .[9] دهديم نشان را يمشابه روند، يانکم

 آمار مطابق. دارد قرار لیس يپديده ،يخشکسال برابر در

 يايبلا انیم در ،متحد ملل سازمان توسط شده هیته

 وارد را خسارات و تلفات نيشتریب طوفان و لیس ،يعیطب

 خسارات زانیم دهه کي در تنها که ياگونهبه ،ستاآورده

 68 مقابل در دلار اردیلیم 26 بر بالغ طوفان و لیس از يناش

 کشور در. [4] است بوده زلزله از يناش خسارات دلار اردیلیم

 يسالانه اعتبارات % 61 حدود گذشته يهاسال در زین ايران

 ریغ حوادث ستاد و يعیطب يايبلا اثرات کاهش طرح

 . [4] است شده لیس از يناش خساران جبران صرف مترقبه

 هم صورت به که است ييکشورها معدود جمله از رانيا

 هايبارش يدهيپد با هم و يخشکسال يدهيپد با هم زمان

 تیاهم قت،یحق نيا. است بانيگر به دست آسا، لیس

 .کنديم چندان دو را ايران کشور در بارش ينبیشیپ

 ماتیتقس لحاظ از که رانيا يغرب شمال يمنطقه

 جانيآذربا ،يغرب جانيآذربا يهااستان شامل يکشور

 از يکي ،باشديمو همدان  کردستان ،زنجان ل،یاردب ،يشرق

 و ياجتماع ،ياقتصاد لحاظ از کشور مناطق ينترمهم

کاهش يا افزايش بیش از حد نزولات  .است کیژئوپولت

تواند خسارات جبران ناپذيري به اين منطقه وارد جوي مي

به مثابه ابزاري  بلند مدت بارشي نیبشیپآورد. از اين رو 

ريزي و مديريت منابع آبي نقش مهمي در برنامه، قدرتمند

  کند.منطقه ايفا مي

 در بارشي ماهانه بینيیشپ پژوهش، نيااصلي  هدف

 يهاداده کلان يايران بر پايه شمال غربي يمنطقه

هاي يادگیري ماشین با استفاده از روش و زماني -مکاني

. باشديم 2باور عمیق يشبکهو  6عصبي کم عمق يشبکه

هاي محیطي و هواشناسي، اقلیمي به اين منظور ابتدا داده

سازي، در پايگاه آوري شد و بعد از آمادهو توپولوژيکي جمع

گرديد. سپس يک اي کاساندرا ذخیره ي غیر رابطهداده

ي مبتني بر عمق و يک شبکهکم مصنوعي ي عصبيشبکه

-يادگیري عمیق در نظر گرفته شد. بعد از تنظیم و بهینه

هاي اين دو شبکه، مراحل تست، سازي ساختار و پارامتر

بیني بارش ي پیشهابیني انجام شد و نقشهآموزش و پیش

اي قايسهدر نهايت م تهیه گرديد. 2164ماهانه براي سال 

 بین عملکرد اين دو شبکه صورت پذيرفت.

. پس از مقدمه شده استاين مقاله در پنج فصل نگارش 

 يحوزهدر فصل دوم، مروري بر مطالعات انجام شده در 

بارش  بینيیشپآب و هوايي و به طور خاص  هايبینيیشپ

مکاني و همچنین  يپارامترهاخواهیم داشت و نقش مکان و 

سیستم اطلاعات مکاني در اين تحقیقات بررسي خواهد شد. 

مرتبط با کلان داده،  ييهپاسپس در فصل سوم مفاهیم 

و در  و همچنین يادگیري عمیق مصنوعي شبکه عصبي

توضیح داده خواهد شد. در  ،شبکهارزيابي  يهاروشنهايت 

 يهادادهفصل چهارم ضمن معرفي منطقه مورد مطالعه و 

دو مدل مورد  سازيیادهپمورد استفاده در اين تحقیق، نحوه 

انجام  هايبینيیشپنظر در اين پژوهش و همچنین نتايج 

تجزيه و تحلیل خواهد شد. در نهايت در فصل پنجم به  شده

مسائل مطرح شده در اين تحقیق خواهیم  يبندجمع

 ست.تحقیق آورده شده ا يپرداخت و پیشنهاداتي جهت ادامه

 پیشینه تحقیق -2

و  هاي آبپارامتر ينیبشیپهاي مختلفي جهت روش
توان ها را ميهواشناسي وجود دارد. به طور کلي اين روش

ا ي يعدد، 9يديهمد اي کینوپتیس  يبه سه دسته
 هايينیبشیپ. [6-1] تقسیم نمود 1و آماري 4دينامیکي
 کارشناسان لیتحل براساس سینوپتیکي يا همديدي

. گیردمي انجام جو همديدي هاينقشه به نسبت يهواشناس
 جهینت در و يانسان يخطا متغیرها، در تغییرپذيري وجود
اين نوع  يرو شیپ يهاچالش نيتر مهم از نيیپا دقت
 . [8, 6] است بینيپیش

                                                           
1 Shallow Neural Network 

2 Deep Belief Network 

3 Synoptic Weather Forecasting 
4 Numerical Weather Prediction 

5 Statistical Weather Forecast 
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 يا دينامیکي عددي هايينیبشیپ از استفاده ديگر، روش

 تغییرات بر ،انرژي پايستگي قبیل از فیزيکي قوانین. است

 روابط سري يک برحسب قوانین اين. هستند حاکم جوي

 هايينیبشیپ مرکزي يهسته که شوند مي بیان رياضي

 معادلات ،روابط اين به .دهندمي تشکیل را دينامیکي

 و نبوده کامل هامدل اين البته .[3] شودمي گفته ينیبشیپ

تنها  ،در صورتي که هدف .باشندمي خطا داراي همگي

هاي وضعیت جوي در چند روز آينده باشد، روش ينیبشیپ

تواند مفید واقع شود. اما در صورتي که عددي مي

هاي بلند مدت مد نظر باشد، به علت خطاي ينیبشیپ

اعتبار کافي برخوردار هاي عددي، نتايج از موجود در روش

 داشتن مستلزم هاي عدديروش همچنین نخواهند بود.

 عملا که است بالا يمحاسبات قدرت و هاداده از يانبوه حجم

 . [3] دکنيم مشکل اریبس را ي عدديهاروش با کار

 هاي ذکر شده،جهت فائق آمدن بر مشکلات روش

به عنوان روش جايگزين استفاده  يآمار هايروش از عمدتا

و  هاي بلند مدتينیبشیپ در ،هااين روش شود.مي

 کند.ها موفق عمل ميهمچنین در مواجه با کلان داده

 ينیبشیپهاي متداول و پرکاربرد جهت يکي از روش

، هاي آماريگیري از روشبا بهره هاي آب و هواييپارامتر

تاکنون  .[61] باشدهاي عصبي ميشبکهاستفاده از 

هواشناسي و به طور  و مطالعات بسیاري در زمینه آب

هاي عصبي بارش و با محوريت شبکه ينیبشیپخاص 

در  (2164) انهمکار و ابوتبراي نمونه  شده است.انجام 

 منظور به آن يساز نهیبه و يورود انتخاب به يقیتحق

 با ایاسترال نزلندیکوئ يمنطقه در ماهانه بارش ينیبشیپ

 کردند تلاش پرداختند و مصنوعي يعصب يشبکه کمک

 .[66] کنند برقرار ارتباط دما و بارش هايداده نیب که

 شيخو قیتحق در (2113) انهمکار و زاده يقلهمچنین 

 از استفاده با تهران استان يماهانه بارش ينیب شیپ به

 از پژوهش نيا در. پرداختند يمصنوع يعصب هايشبکه

 هسال 19 يآمار ي دوره يط ماهانه بارش يها داده

 شیپ جهت يمصنوع يعصب ي شبکه و( 6316 - 2119)

  .[62] بهره برده شد شبار ينیب

هاي بارش با پارامتري در اين بین، تحقیقاتي رابطه

 کیمکان. براي نمونه، را بررسي کردندبزرگ مقیاس اقلیمي 

 يشبکه و رهیمتغ چند ونیرگرس از (2169) همکاران و

 با بارش مدت بلند ينیب شیپ جهت يمصنوع يعصب

 استاندر  يمیاقل اسیمق بزرگ يهاداده از استفاده

 قیتحق نيا در. دندبهره بر ایاسترال شرق جنوب در ايکتوريو

 بر هند انوسیاق يقطب دو و انسو يدهيپد دو اثر بیترک

 شد يبررس مطالعه مورد يهیناح در ماهانه بارش زانیم

 به (2169) همکاران و يآباد اثیغدر تحقیقي ديگر  .[69]

استفاده از  با ارومیه يدرياچه جنوب بارش بیني پیش

در  اقلیمي هاي سیگنال اساس بر مصنوعي عصبي يشبکه

  .[64] پرداختند 2116 تا 6361 آماري يدوره طي

ي نیبشیپي بخشي از تحقیقات انجام شده در زمینه

 هاي مکانيي بارش با پارامتررابطهبررسي  وضع آب و هوا به

 ارتفاع،( 6362و همکاران )استور براي نمونه . مربوط است

را در  ناهمواري جهت و کوه قله از فاصله دامنه، بیش هيزاو

و همکاران  ناکرهیل .[61] توزيع مکاني بارش، موثر دانست

د و هشت درصد ( در تحقیقي نشان دادند که هشتا6332)

. [61] کنداز شکل زمین تبعیت مي تغییرات مکاني بارش

( مختصات جغرافیايي نقاط 6362و همکاران ) مورهمچنین 

معرفي را به عنوان عامل تاثیر گذار بر توزيع مکاني بارش 

 -يمکان اطلاعات اثر( 2111) همکاران و لوک. [66] کردند

 در. کردند يبررس را بارش مدت کوتاه ينیبشیپ بر يزمان

 61 يزمان يبازه با ستگاهيا 61 بارش يهاداده از پژوهش نيا

ه شد استفاده 6331 سپتامبر تا 6336 يهيژانو نیب قهیدق

 يهايورود از يانهیبه تعداد اگر که دادند نشان ايشان .است

 داشته يکمتر ریتاخ شبکهنیز  و شود وارد شبکهبه  يمکان

در . [68] داد خواهد را دقت نيبهتر يعصب يشبکه باشد،

بررسي  ( به2164) محموديان و همکارانپژوهشي ديگر 

سه عامل زمین اقلیم ارتفاع، طول و عرض ي بارش با رابطه

طول جغرافیايي پرداختند. آنها نشان دادند که به ترتیب 

جغرافیايي، عرض جغرافیايي و ارتفاع بیشترين تاثیر را بر 

 (6331ان )همکار و انيمسعود. [63] ي بارش دارندپديده

 قرار يبررس مورد را رانيا در ارتفاع با بارش يمکان ي رابطه

یرات مکاني ايشان پیشنهاد دادند که جهت بررسي تغی .دادند

سعت ايران، به جاي ارتفاع، از طول و اي به وبارش در منطقه

 و يرضائ. [21] عرض جغرافیايي نقاط کمک گرفته شود

 رهیمتغ پنج يونیرگرس مدل کي از زین( 2112) همکاران

 از فاصله ،يائیجغراف عرض ،يائیجغراف طول ارتفاع، شامل

ي حوضه در بارش ريمقاد برآورد براي ايدر از فاصله و کوه

 که نتايج اين تحقیق نشان داد. ردنداستفاده ک سو قره زيآبر

 سطح از ارتفاع و يائیجغراف عرض ،يائیجغراف طول عامل سه

 مدل توسط بارش ينیب شیپ در را سهم نيشتریب ،ايدر

همچنین  .[26] دارند مطالعه مورد يمنطقه در يونیرگرس
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 با را اردن در يمیاقل راتییتغ ،(2169) همکاران و متوق

 منظور به GIS و يمصنوع يعصب ي شبکه از استفاده

 يهاداده قیتحق نيا در. کردند يبررس هوا، و آب ينیبشیپ

 سالانه نهیکم يدما متوسط سالانه، ينهیشیب يدما متوسط

 مورد 2118 تا 6363 يها سال نیب سالانه يدما متوسط و

 تا 2113 يها سال بارش و دما جهینت در و گرفت قرار زیآنال

تهیه بیني را ي پیشدر نهايت نقشه .شد ينیبشیپ ،2168

ي بارش با ( به بررسي رابطه2111ديوداتو ) .[22] کردند

اي کوهستاني در جنوب هاي توپوگرافیکي در ناحیهپارامتر

سیستم اطلاعات  یا پرداخت. ايشان در اين تحقیق ازايتال

 .[29] جغرافیايي جهت درونیابي استفاده نمود

در اين بین تحقیقات بسیار کمي با استفاده از يادگیري 
هوايي صورت  و هاي آبپارمتر ينیبشیپعمیق جهت 

 کي از ،(2164)لیو و همکاران . براي نمونه ه استگرفت
 جهت Encoder Stacked Auto نام به تکنیک يادگیري عمیق

 فشار باد، سرعت دما، ييهوا و آب پارامتر چهار ينیبشیپ
 استفاده از با شبنم ينقطه يدما و اهايدر متوسط سطح

پرداختند.  ندهيآ ساعته 24 در هواشناسي يهاداده کلان
عمیق در هاي مبتني بر يادگیري نتايج، موفقیت روش

 .[24] هواشناسي را نشان دادهاي آب و پارامتر ينیبشیپ
بیني ( به پیش2164در تحقیقي ديگر دالتو و همکاران )

ي عصبي عمیق کوتاه مدت وزش باد با استفاده از دو شبکه
پرداختند. در اين تحقیق تلاش شد تا الگوريتمي و کم عمق 

ورودي بهینه معرفي شود. نتايج  هايجهت انتخاب پارامتر
. [21] ي عصبي عمیق را نشان داداين تحقیق برتري شبکه

تا زمان نگارش اين مقاله، بر اساس اطلاعات نويسندگان، 

هواشناسي هاي آب و بیني پارامتره منظور پیشپژوهشي ب
 صورت نگرفته است.عمیق، در ايران استفاده از يادگیري  اب

 هامواد و روش -3

تلاش شده است تا مباني نظري اين تحقیق در اين بخش 
بلند مدت بارش  بینيیشپ يجهت درک هر چه بهتر مساله

 -، متناسب با توزيع مکانيبینيیشپ يهانقشه يیهتهو 
به اين منظور ابتدا مبحث کلان  زماني آن، تشريح شود.

شده ارائه  زماني -مکاني يهادادهو به طور خاص کلان  هاداده
و يادگیري  مصنوعي عصبي يشبکهمباني . سپس است

 سازي شده،ي پیادههاي ماشیني پايهروشعمیق به عنوان 
استفاده در ارزيابي دقت  یارهايمعدر نهايت  .گردديمتشريح 

 .شوديمتشريح اين پژوهش 

 کلان داده -3-1

هاي ساختار يافته، حجم عظیمي از دادهکلان داده به 
شود که نیمه ساختار يافته و بدون ساختار گفته مي

هاي معمول هاي سنتي و روشها با پايگاه دادهپردازش آن
 و اطلاعات عصر به ورود. با [21] باشدنميامکان پذير 

ل از هاي مختلف ديجیتاو تولید داده با دستگاه ارتباطات
هاي ها، ايستگاههاي همراه، حسگرها، تلفنقبیل دوربین

تولید  هادادهحجم عظیمي از  روزانه، هواشناسي و غیره
، 6يآورجمعنوين  يهاروشکه اين خود مستلزم شود مي
 1و پردازش 4يگذاراشتراکبه، 9وجوجست، 2سازيیرهذخ

ي مرتبط یهاولدرمقالات . به طور کلي [26] باشديمداده 
شامل سه  هادادهکلان  رويیشپ يهاچالشبا اين حوزه، 

اما با  [28]باشديمبعد اصلي حجم، تنوع و نرخ تولید 
خود گرفت و  به يترکاملشکل  هاچالشگذشت زمان اين 

، 8نوسان، 6اعتبار، 1صحتعلاوه بر سه چالش گفته شده، 
 .[23] را نیز شامل شد 61ارزشو  3شينما

 ترخاصو به طور  يهواشناس و آبدر بحث مطالعات 
علاوه بر برخورداري از حجم زياد،  هاداده ،بارش بینيیشپ

. [96, 91] باشنديمنیز داراي نرخ تولید بالا و تنوع بسیاري 
بر  یرگذارتاثمحیطي و توپولوژيکي  يهاپارامتراکثر  علاوهبه

 که در طول زمان دچار هستندمکاني  اطلاعاتبارش، 
 گرفتنتیجه  تواناين رو مي. از ديابنيمتغییر  نوسان شده و

بحث کلان  ،بلند مدت بارش بینيیشپکه در مبحث 
سیستم . [92, 96] باشديممطرح  66زماني -مکاني يهاداده

اطلاعات مکاني، به عنوان ابزاري قدرتمند، قادر است تا 
-مدل و لیتحل و هيتجز ،يسازمیتصم، سازييبصرامکان 

و مديريت اين  فراهم آوردبه خوبي بارش را  يي پديدهساز
 .[91]مکاني را تسهیل نمايد يهادادهحجم عظیم از 

 یارابطهی غیر دادهگاه پای -3-2

ي هاداده، پايگاه هادادهبا مطرح شدن بحث کلان 

ي نیاز حال حاضر گوجواب، ديگر 62يا رابطهتر يسنت
                                                           

1 Capture 
2 Storage 

3 Search 

4 Sharing 
5 Analysis 

6 Veracity 

7 Validity 
8 Volatility 

9 Visualization 

11 Value 
11 Spatiotemporal Big Data 

12 Relational Database (SQL) 
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ي غیر هادادهبودند. در چنین شرايطي بود که پايگاه ن

ها و مشکلات نوع يتمحدودبراي غلبه بر  6يارابطه

نوع غیر  هاييتمز جمله از. [99] آمد وجودبهي ارابطه

، هاداده کلان سازيیرهذخ امکان به توانيم ي،ارابطه

، ثابت 9ياداده مدل وجود به ازین عدم، 2يريپذ اسیمق

 بودن ترارزان، داده سازيیرهذخ در شرفتهیپ کیتکن وجود

 .[94] کرد اشاره کمتر ينگهدار نهيهزو  سرورها

ي هادادهاز آن جايي که در اين تحقیق بحث کلان 

ي غیر دادهباشد، انتخاب يک پايگاه يمزماني مطرح  -مکاني

رسد. از میان تمامي پايگاه يمي، ضروري به نظر ارابطه

ي کاساندرا جهت دادهي موجود، پايگاه ارابطهي غیر هاداده

هاي اين تحقیق انتخاب شد. کاساندرا ابتدا سازي دادهذخیره

بوک توسعه داده شد اما فیس توسط شرکت 2118در سال 

ي متن باز در به عنوان يک پروژه 2161در سال  بعدها

هاي کاساندرا يتمزاختیار بنیاد آپاچي قرار گرفت. از جمله 

ن را به يک پايگاه داده پیش رو در میان ساير پايگاه که آ

 منبع باز بودن توان بهيمي بدل کرده، ارابطهي غیر هاداده

، Peer 2 Peerیري از معماري گبهره، 4دادهپايگاه  اين

و  6ثبات مناسب ،1يري خطاپذتحمل، 1دسترسي بالا

 .[96] [91] [91] اشاره کرد 8ييگراستون

، سبب شد تا در اين 3اين معماري دروني بسیار قوي

سازي کلان یرهذخي کاساندرا جهت دادهتحقیق از پايگاه 

 زماني مرتبط با بارش استفاده شود. -ي مکانيهاداده

 یمصنوع عصبی یشبکه -3-3

که  است يک روش محاسباتي ي عصبي مصنوعيشبکه

. [98] الهام گرفته شده استي ستيزعصبي  هاياز سیستم

 کارايي خود را در حل مسائل پیچیده نشان داده است و

ها و روابط ذاتي استخراج ويژگي ،اساس اين شبکه .[93]

 .[41] باشدمي در شرايط ديگر هاها و تعمیم آنهبین داد

ي ورودي، لايه اين شبکه معمولا از سه بخش اصلي لايه

 ي خروجي تشکیل شده استپنهان و لايه هاي(يا لايه)

                                                           
1 Non Relational Database (NoSQL) 
2 Elastic Scalability 

3 Schema 

4 Open Source 
5 High Availability 

6 Fault Tolerance 

7 Tunable Consistency 
8 Column Oriented 

9 Robust Architecture 

متناسب با  ،هاهاي آنو نورون ي پنهانهالايهتعداد . [46]

ساز و کار . [42] شودتعیین مي هاي مسالهپیچیدگي

به اين صورت است که  ي عصبي مصنوعيهاشبکه عملکرد

هاي شامل پارامترزمان به طور همکه  هاابتدا بخشي از داده

جهت آموزش، به شبکه  باشند،مي شانورودي و خروجي

هاي شبکه به نحوي وزن ،شوند. در اين مرحلهخورانده مي

بخش سپس  گردند که خطا کمینه گردد.تعیین مي

هاي ورودي را شامل ها پارامترکه تن هاداده ديگري از

گردند. يکي شبکه وارد مي به، هت ارزيابي دقتج شوند،مي

ي ، شبکهي عصبي مصنوعيترين انواع شبکهاز معروف

هاي مختلفي روش. [61] باشدپرسپترون چند لايه مي

وجود دارد که يکي از  هاجهت آموزش اين نوع شبکه

. در اين [61] باشدعقب ميها انتشار رو به ترين آنمعروف

 (يهايا لايه) ورودي بعد از عبور از لايه يهاروش پارامتر

 شوند.ي خروجي ميلايه دمیاني وار

بیني شده با مقدار واقعي پیشدر اين لايه مقدار 

آيد. شود و در نتیجه میزان خطا بدست ميمقايسه مي

، خطاي محاسبه با حرکتي رو به عقب در شبکهسپس 

ي در اين تحقیق از شبکه. [61] شده سرشکن مي گردد

ي آموزش انتشار رو عقب، پرسپترون چند لايه با شیوه

 شود.سازي بارش استفاده ميجهت مدل

 یادگیری عمیق -3-4

 يهاشبکه يدهيا به ديجد نگرشيک  قیعم يریادگي

 ييهاتميالگور مجموعهدر واقع يادگیري عمیق  .باشديم يعصب

تا مفاهیم انتزاعي و پیچیده را در سطوح و  اندتلاشاست که در 

هاي ي اصلي شبکهايده. [43-49] مختلف مدل کنند يهاهيلا

مبتني بر يادگیري عمیق، نزديک شدن هر چه بیشتر يادگیري 

اش که همان هوش مصنوعي صليماشین به يکي از اهداف ا

زيادي دز  يهاشرفتیپاخیر  يهاسالدر باشد. است، مي

که سبب ايجاد صورت گرفته يادگیري عمیق  يحوزه

 
 [61]عصبي پرسپترون چند لايه ي ساختار شبکه -6شکل
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باور  يشبکه. است گشتهگوناگوني در اين حوزه  يهاروش

هاي يادگیري عمیق است ترين الگوريتميکي از قدرتمند عمیق

در نگاه اول  توسط هینتون ارائه شده است. 2111که در سال 

از لحاظ ساختار  6هيلا چند پرسپترونباور عمیق و  يدو شبکه

 يهاشبکه اين در حالي است که .آيندميشبکه يکسان به نظر 

 (RBM) 2شده محدود بولتزمن نیه ماشلاي چند از قیعم باور

 يخاص نوع بولتزمن نیماشيک  در واقع .[11] اندشده ساخته

 متقارن ياههشبک که از هستند مارکوف يتصادف يهادانیم از

از  شبکه نيا. [11] اندتشکیل شده ينريبا يتصادف يواحدها با

 ريپذمشاهدههاي هاي مخفي و يک لايه واحديک لايه واحد

باشد. اين ميتشکیل شده که اتصالات بین دو لايه کاملا برقرار 

 نیب و يفخم يواحدها نیب تلااتصا که در حالي است

 .[11]( 2)شکل  است قطع کاملا ريپذمشاهده يواحدها

ي باور عمیق هاي ساختاري، دو شبکههمچنین علاوه بر تفاوت

 کاملاا  ي نیزآموزش يوهیش لحاظاز  هيلا چند پرسپترونو 

، هيلا چند تروننظیر پرسپ ييهامدلدر  .باشنديممتفاوت 

در  ردیگيمصورت  9انتشار رو به عقب يوهیشآموزش با کمک 

باور  يهاشبکهاز همین متد آموزشي در  استفاده ي کهصورت

 .[16] شوديم "4گراديان محو شونده"عمیق، سبب ايجاد خطاي 

اين صورت به هاي باور عمیق موزش در شبکهآ يوهیش

است که ابتدا اولین ماشین بولتزمن محدود شده آموزش 

قابل  يهيلاآن، نقش  1پنهان يهيلا. سپس ندیبيم

دومین ماشین بولتزمن محدود شده را ايفا  1يمشاهده

و آموزش دومین ماشین بولتزمن محدود شده با  کنديم

. اين ردیگيماول صورت  ماشین بولتزمناستفاده از خروجي 

 .[12] ابدييممدل تداوم  يهاهيلاروند تا آموزش تک تک 

 
  [12] ي باور عمیقساختار شبکه -2شکل

                                                           
1 Multi Layer Perceptron 
2 Restricted Boltzmann Machine 

3 Backward Propagation of Errors 

4 Vanishing Gradient 
5 Hidden Layer 

6 Visible Layer 

 ارزیابی دقت یارهایمعبندی طبقه -3-5

و تخمین کلاس  يبندطبقهدر اين پژوهش از تکنیک 
در اين روش تلاش جهت بیان نتايج استفاده شد.  6احتمالي

کلاسي که به آن  و 2164 سال يماهانهبارش بر آن است تا 

مستقل از  هاکلاسشود. در اين حالت  بینيیشپ گیرديمتعلق 

و تخمین کلاس  يبندطبقه يیوهشدر . باشنديمهم 

و  Precesion ،Accuracy ،Recallاحتمالي، از چهار معیار 

F1 score  [19] شوديمجهت بیان دقت نتايج استفاده. 

است  ضروري، پارامترهاپیش از پرداختن به هر يک از اين 

و جدول  8ريختگيهمدر با دو مفهوم ماتريس تا

 آشنا شويم. 3يختگيردرهم

ريختگي يا خطا، به ماتريسي اطلاق همماتريس در

کلاس  بینيیشپرا در  هامدلکه عملکرد و دقت  شوديم

نشان  سطرهادر اين ماتريس . دهديممورد نظر نشان 

تعداد واقعي  هاستون، و بیني شده یشپتعداد  يدهنده

به تعداد . [14] دهنديمرا نشان ي هر کلاس هانمونه

-، جدول دريختگيرهمموجود در ماتريس در يهاکلاس

لاس ک، يختگيردرهمدر هر جدول  دارد. ريختگي وجودهم

در حقیقت جدول  شود.مربوطه مثبت فرض مي

که هدف آن  شوديماطلاق  2×2به جدولي  يختگيردرهم

)تعداد کلاس  TPيا همان  «مثبت درست»تعداد نمايش 

 درست»، بیني شده است(مثبتي که به درستي پیش

که به  منفي هاي)تعداد کلاس TNيا همان  «منفي

 FPيا همان « غلط مثبت»، بیني شده است(درستي پیش

بیني پیش اشتباه مثبتکه به  هاي منفي)تعداد کلاس

د کلاس )تعدا FNيا همان « غلط منفي»و  شده است(

 باشديم بیني شده است(پیش اشتباه منفيکه به مثبتي 

 هايمعیار توانمي، با کمک اين چهار پارامتر. [19-16]

 نمود.به را محاسدقت مورد استفاده در اين تحقیق 

 ييهانمونهمیزان  ينشان دهندهکه  Accuracyمعیار 

، موفق عمل کرده است هاآن بینيیشپاست که مدل در 

 .[18] شودبه صورت زير محاسبه مي

(6) 𝑨𝑪𝑪 =  
مشاهداتی که به درستی پیشبینی شده

تعداد کل مشاهدات
 

           =  
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑭𝑵 + 𝑻𝑵 + 𝑭𝑷
 

                                                           
7 Classification and class probability estimation 
8 Confusion matrix 

9 Table of confusion 
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بیان کننده آن است که چه میزان از  Precisionمعیار 

به عبارت ديگر،  .باشديممثبت، درست  هايبینيیشپ

 .[18] کنديمبیان  FPرا با توجه به  بینيیشپمیزان دقت 

(2) 𝑷𝑹𝑬𝑪 =  
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
  

آن است که چه میزان از  يدهندهنشان  Recallمعیار 

.به عبارت  .اندشده بینيیشپمثبت، به درستي  کلاس

بیان  FNرا با توجه به  بینيیشپديگر، میزان دقت 

 .[18] کنديم

(9) 𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

در حقیقت میانگین وزني  F1 scoreمعیار 

Precision  وRecall [18]باشديم. 

(4) 𝑭𝟏 𝒔𝒄𝒐𝒓𝒆 =  
𝟐 (𝑹𝒆𝒄𝒂𝒍𝒍 × 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏)

(𝑹𝒆𝒄𝒂𝒍𝒍 + 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏)
 

                     =  
𝟐 𝑻𝑷

𝟐 𝑻𝑷 + 𝑭𝑵 + 𝑭𝑷
 

 و نتایج سازییادهپ -4

ي شمال غربي ايران ابتدا منطقه سمت از تحقیقدر اين ق

-داده بعد از آنشود. ي مطالعاتي معرفي ميبه عنوان ناحیه

سپس  خواهند شد.معرفي هاي مورد استفاده در اين پژوهش 

عمق در نظر گرفته شده و ي عصبي مصنوعي کميک شبکه

شود. بعد از هاي آن ميسازي پارامتراقدام به تنظیم و بهینه

عمق، ي عصبي مصنوعي کمهاي شبکهسازي پارامتربهینه

ي بیني بارش ماهانهي آموزش، تست و همچنین پیشمرحله

 و شودانجام مي ،ي بهینه شدهبا کمک شبکه 2164سال 

يک به سراغ گردد. در گام بعدي بیني تهیه ميهاي پیشنقشه

هاي آن تنظیم و اين بار پارامتر رفته و ي باور عمیقشبکه

بیني، بعد از طي مراحل آموزش، تست و پیش د.گردمي بهینه

گردد. در ميمجددا تهیه  2164ي سال ي بارش ماهانهنقشه

اي بین نتايج حاصل از دو شبکه عصبي گام آخر نیز مقايسه

 گیرد.مصنوعي کم عمق و باور عمیق صورت مي

 تحقیق یمحدوده -4-1

 ماتیتقس لحاظ از که رانيا يغرب شمال يمنطقه

 ،يشرق جانيآذربا ،يغرب جانيآذربا يهااستان شامل يکشور

 نيترمهم از يکي ،شوديمو همدان  کردستان زنجان، ل،یاردب

 کیژئوپولت و ياجتماع ،ياقتصاد لحاظ از کشور مناطق

 .دهديممطالعاتي را نشان  يمنطقه (9)شکل  .باشدمي

 
 مطالعه مورد يمنطقه -9شکل

نام  لیقب از ياطلاعات (6) يشماره جدول در نیهمچن

 ،مساحت ،ارتفاع از سطح دريا ،ييایجغراف تیموقع، استان

ي مورد مطالعه ارائه ي منطقههاشهرستانو تعداد  تیجمع

 يهاتیقابل و هايژگيو يدارا کشور از خطه نيا شده است.

 بارش تیاهم يکننده بازگو کي هر که است يفرد به منحصر

 نيا جمله از. است مطالعه مورد يمنطقه يبرا آن ينیب شیپ و

هايي درياچهها، ، رودخانههاجنگل وجود به توانيم ،هاتیقابل

  .کرد اشاره و رونق بسیار کشاورزي و دامپروري ومیهرچون ا

 ي مورد مطالعهمشخصات منطقه -6لجدو

 

129



 

یپ
نیبش

ي 
کان

م
 -ي

مان
ز

ش
بار

ي 
 

انه
اه

م
 

از 
ده 

تفا
اس

با 
که

شب
ق

می
 ع

ور
 با

ي
 

رد
مو

 ...
 

 ورودیهای داده -4-2

، و هواشناسيمحیطي  يهادادهاين تحقیق از  در

 يهادادهو همچنین  ي بزرگ مقیاس اقلیميهاداده

استفاده  ي بارش،ي ماهانهنیبشیپبه منظور  توپوگرافي

هاي ورودي را تشريح ( جزئیات داده2جدول ) .شده است

 .(2)جدول  نمايدمي

مجموع بارش  از قبیل محیطي و هواشناسي يهاداده

سمت و سرعت باد  دما، متوسط و نهیشیب ،نهیکم ماهانه،

هايي به عنوان پارامتر سرعت باد، بیشینه و میانگین

هاي فوق از ند. دادهاهبر بارش در نظر گرفته شد گذارتاثیر

( 6316 -2164) زمانيي در بازه ايستگاه سینوپتیک و 11

 .شده اندتهیه از سايت سازمان هواشناسي کشور 

 ها مورد استفاده در اين تحقیقداده -2جدول

 
 

هاي بزرگ مقیاس اقلیمي نیز از جمله عوامل شاخص

 يالگوهاباشند. در واقع تاثیر گذار بر میزان بارش مي

)آب  هاانوسیاق کنشبرهماقلیمي حاصل روابط پیچیده و 

)سنگ کره( و شرايط  هايخشکو  هاکوهستانکره(، 

در  الگوها. با وجود آنکه اين باشديم کره( پايیني جو )هوا

 ياثرگذار، اما دامنه افتنديممشخصي اتفاق  يهامکان

دور دست نیز گسترش يافته است.  يهامکانتا  هاآن

 يمل يادارهي بزرگ مقیاس اقلیمي از سايت هاداده

( تهیه NOAA) کايآمر متحده الاتيا يجو و يانوسیاق

 هاي بزرگ مقیاس اقلیمي،از بین تمامي پارامترشده است. 

 ،AO، NAO هايبر اساس تحقیقات صورت گرفته، پارامتر

Nino1+2، Nino3، Nino4 و Nino3.4،  بیشترين تاثیر را

ارند. از اين رو در دي شمال غربي ايران منطقه بارش بر

هاي فوق ي مربوط به پارامترهاي ماهانهاز داده اين تحقیق

 ( استفاده شد.6316 -2164ي زماني )در بازه

طول و عرض جغرافیايي به عنوان  ،ارتفاعهمچنین 

، از مدل رقومي گذار بر بارشوتاثیر توپوگرافي يداده

در  هاداده، يسازآمادهبعد از ر نهايت دبدست آمد.  ارتفاعي

در  .ديگردرهیذخکاساندرا  يارابطهغیر  يدادهپايگاه 

ي شده در اين آورجمعي هاداده( لیستي از 2جدول )

 تحقیق نمايش داده شده است.

 بارش یسازمدل -4-3

سازي بارش با استفاده از دو مدل در اين بخش

ي باور عمیق، عمق و شبکهي عصبي مصنوعي کمشبکه

در شکل  سازيپیادهاصلي  مراحلشود. توضیح داده مي

  .شده استدادهنشان  (4)
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)ج( فرايند ارزيابي دقت و  (.2)ي باور عمیقو شبکه (6) عمقي عصبي کمسازي داده در پايگاه داده. )ب( فرايند آموزش شبکهخیرهذ)الف(  -4شکل

 بیني با هر دو مدلپیش

 

 بینیساختار مدل پیش -4-3-1

با  2164 سالي ماهانه بارشبیني در راستاي هدف پیش

ي عصبي مصنوعي کم عمق و استفاده از دو مدل شبکه

بیني در نظر گرفته شد ل پیشيک مد ي باور عمیق،شبکه

 به مربوط يماهانه اطلاعات (. در اين مدل،1)شکل

 ،(Tmin) دما نهیکم ،(pماهانه ) بارش مجموع يپارامترها

 ،AO، NAO ،( T) دما متوسط و (Tmax) دما نهیشیب

Nino1+2، Nino3، Nino4 و Nino3.4، شیپ دوازده ماه يبرا 

 هر دو بهي، به عنوان پارامتر ورودي نیبشیپ مورد ماه از

ماهانه، به عنوان  بارش مقدارهمچنین  .شوديم داده شبکه

جايي که از آن بیني اين مدل در نظر گرفته شد.پارامتر پیش

 کلاس نیتخم و يبندطبقه کیتکن ازدر اين تحقیق 

 درصد شاخص، از دوشمي استفاده جينتا انیب جهت ياحتمال
 شودمي بهره برده بنديطبقه کیتکن عنوان به نرمال بارش از

 بارش کلاس پنج به را بارش وانتيم وهیش نيا در. [13-16]

 نیب) کم بارش ،(بارش نیانگیم درصد 81 از کمتر) کم اریبس

 تا 31 نیب) متوسط بارش ،(بارش نیانگیم درصد 31 تا 81

 621 تا 661 نیب) اديز بارش ،(بارش نیانگیم درصد 661

 درصد 621 از شیب) اديز اریبس بارش ،(بارش نیانگیم درصد

لازم به ذکر است که در  .کرد يبندطبقه( بارش نیانگیم

به عنوان پارامتر  بارش يشده محقق مقداري آموزش، مرحله

 شود.مي به شبکه دادهخروجي 

هاي فوق در تنها تحت تاثیر پارامتر بارش در اين حالت

شد و روند طي شده  خواهد بینيماه گذشته، پیشدوازده 

 رو نيا از. هاي اخیر، در نظر گرفته نشده استدر سال

 تک يگذشته سال ده ي مربوط بهمقادير ماهانه نیانگیم

 باد، سرعت يساله ده نیانگیم همراهبه پارامترها نيا تک

 نيا در. شوديم داده مدل به ينیبشیپ مورد ماه يبرا

 سال کي کامل روند از يريپذ ریتأث بر علاوه مدل صورت

. بود خواهد متأثر زین شیپ هايسال نديبرا از گذشته،

 آماده بدست مختصات و ارتفاع فوق، يپارامترها بر علاوه

کي به همراه يتوپولوژ يداده عنوان به نیزم يرقوم مدل از

مدل  (1) شکل در. شوديم داده مدل به ي ماهشماره

 شده داده نشانبیني مورد استفاده در اين پژوهش پیش

ي ماه و به ترتیب بیانگر شماره yو  tدر اين مدل  .است

 باشد.بیني ميسال مورد پیش
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 𝑃𝑡 = 𝑓(𝑃𝑡−1, 𝑃𝑡−2, 𝑃𝑡−3, 𝑃𝑡−4 , 𝑃𝑡−5 , 𝑃𝑡−6 , 𝑃𝑡−7, 𝑃𝑡−8, 𝑃𝑡−9 , 𝑃𝑡−10, 𝑃𝑡−11, 𝑃𝑡−12,  𝑃𝑡̅𝑦−1
𝑦−10

, 𝑇𝑡−1, 𝑇𝑡−2, 𝑇𝑡−3, 𝑇𝑡−4 , 𝑇𝑡−5 , 𝑇𝑡−6 , 𝑇𝑡−7, …  

𝑇𝑡−8, 𝑇𝑡−9 , 𝑇𝑡−10, 𝑇𝑡−11, 𝑇𝑡−12,  𝑇̅𝑡𝑦−1
𝑦−10

, 𝑇𝑚𝑎𝑥𝑡−1, 𝑇𝑚𝑎𝑥𝑡−2, 𝑇𝑚𝑎𝑥𝑡−3, 𝑇𝑚𝑎𝑥𝑡−4 , 𝑇𝑚𝑎𝑥𝑡−5 , 𝑇𝑚𝑎𝑥𝑡−6 , 𝑇𝑚𝑎𝑥𝑡−7, 𝑇𝑚𝑎𝑥𝑡−8, …  

𝑇𝑚𝑎𝑥𝑡−9 , 𝑇𝑚𝑎𝑥𝑡−10, 𝑇𝑚𝑎𝑥𝑡−11, 𝑇𝑚𝑎𝑥𝑡−12,  𝑇̅𝑚𝑎𝑥𝑡𝑦−1
𝑦−10

, 𝑇𝑚𝑖𝑛𝑡−1, 𝑇𝑚𝑖𝑛𝑡−2, 𝑇𝑚𝑖𝑛𝑡−3, 𝑇𝑚𝑖𝑛𝑡−4 , 𝑇𝑚𝑖𝑛𝑡−5 , 𝑇𝑚𝑖𝑛𝑡−6 , 𝑇𝑚𝑖𝑛𝑡−7, … 

𝑇𝑚𝑖𝑛𝑡−8, 𝑇𝑚𝑖𝑛𝑡−9 , 𝑇𝑚𝑖𝑛𝑡−10, 𝑇𝑚𝑖𝑛𝑡−11, 𝑇𝑚𝑖𝑛𝑡−12,  𝑇̅𝑚𝑖𝑛𝑡𝑦−1
𝑦−10

,  𝑊𝑡
̅̅ ̅̅

𝑦−1
𝑦−10

, 𝑒0,1, 𝐴𝑂𝑡−1, 𝐴𝑂𝑡−2, 𝐴𝑂𝑡−3, 𝐴𝑂𝑡−4, 𝐴𝑂𝑡−5, 𝐴𝑂𝑡−6, 𝐴𝑂𝑡−7, … 

𝐴𝑂𝑡−8, 𝐴𝑂𝑡−10, 𝐴𝑂𝑡−11, 𝐴𝑂𝑡−12, 𝐴𝑂𝑡𝑦−1
𝑦−10

, 𝑁𝐴𝑂𝑡−1, 𝑁𝐴𝑂𝑡−2, 𝑁𝐴𝑂𝑡−3, 𝑁𝐴𝑂𝑡−4, 𝑁𝐴𝑂𝑡−5, 𝑁𝐴𝑂𝑡−6, 𝑁𝐴𝑂𝑡−7, 𝑁𝐴𝑂𝑡−8, 𝑁𝐴𝑂𝑡−10 … 

𝑁𝐴𝑂𝑡−11, 𝑁𝐴𝑂𝑡−12, 𝑁𝐴𝑂𝑡𝑦−1
𝑦−10

, 𝑁𝑖𝑛𝑜12𝑡−1, 𝑁𝑖𝑛𝑜12𝑡−2, 𝑁𝑖𝑛𝑜12𝑡−3, 𝑁𝑖𝑛𝑜12𝑡−4, 𝑁𝑖𝑛𝑜12𝑡−5, 𝑁𝑖𝑛𝑜12𝑡−6, 𝑁𝑖𝑛𝑜12𝑡−7, 𝑁𝑖𝑛𝑜12𝑡−8, … 

𝑁𝑖𝑛𝑜12𝑡−10, 𝑁𝑖𝑛𝑜12𝑡−11, 𝑁𝑖𝑛𝑜12𝑡𝑦−1
𝑦−10

, 𝑁𝑖𝑛𝑜12𝑡−12, 𝑁𝑖𝑛𝑜3𝑡−1, 𝑁𝑖𝑛𝑜3𝑡−2, 𝑁𝑖𝑛𝑜3𝑡−3, 𝑁𝑖𝑛𝑜3𝑡−4, 𝑁𝑖𝑛𝑜3𝑡−5, 𝑁𝑖𝑛𝑜3𝑡−6, 𝑁𝑖𝑛𝑜3𝑡−7, … 

𝑁𝑖𝑛𝑜3𝑡−8, 𝑁𝑖𝑛𝑜3𝑡−10, 𝑁𝑖𝑛𝑜3𝑡−11, 𝑁𝑖𝑛𝑜3𝑡−12, 𝑁𝑖𝑛𝑜3𝑦−1
𝑦−10

, 𝑁𝑖𝑛𝑜4𝑡−1, 𝑁𝑖𝑛𝑜4𝑡−2, 𝑁𝑖𝑛𝑜4𝑡−3, 𝑁𝑖𝑛𝑜4𝑡−4, 𝑁𝑖𝑛𝑜4𝑡−5, 𝑁𝑖𝑛𝑜4𝑡−6, 𝑁𝑖𝑛𝑜4𝑡−7, … 

𝑁𝑖𝑛𝑜4𝑡−8, 𝑁𝑖𝑛𝑜4𝑡−10, 𝑁𝑖𝑛𝑜4𝑡−11, 𝑁𝑖𝑛𝑜4𝑡−12, 𝑁𝑖𝑛𝑜4𝑡𝑦−1
𝑦−10

, 𝑁𝑖𝑛𝑜34𝑡−1, 𝑁𝑖𝑛𝑜34𝑡−2, 𝑁𝑖𝑛𝑜34𝑡−3, 𝑁𝑖𝑛𝑜34𝑡−4, 𝑁𝑖𝑛𝑜34𝑡−5, 𝑁𝑖𝑛𝑜34𝑡−6, … 

𝑁𝑖𝑛𝑜34𝑡−7, 𝑁𝑖𝑛𝑜34𝑡−8, 𝑁𝑖𝑛𝑜34𝑡−10,𝑁𝑖𝑛𝑜34𝑡−11, 𝑁𝑖𝑛𝑜34𝑡−12 𝑁𝑖𝑛𝑜34𝑦−1
𝑦−10

 , 𝑋 , 𝑌, 𝑍, 𝑡) 

 بیني مورد استفاده در اين پژوهشمدل پیش -1شکل

 

 هایساختار و مولفهسازی تنظیم و بهینه -4-3-2

  شبکه

ي عصبي بیني با دو شبکهدر ابتدا و پیش از انجام پیش
ي باور عمیق، لازم و شبکه پرسپترون چند لايهمصنوعي 

 گردند. 6هاي اين دو شبکه تنظیممولفهاست تا ساختار و 
هايشان هاي پنهان و نورونمنظور از ساختار شبکه، تعداد لايه

متشکل از  ايدو مرحله روال، يک به اين منظور باشد.مي
 ي اولدر مرحله. گیردمورد استفاده قرار ميچندين گام، 

اولیه، بهترين ساختار  يهامولفهدر نظر گرفتن يکسري  ضمن
ترين حالت به اين منظور ابتدا ساده. آيدبدست ميشبکه 

 باشد،و يک نورون مي ي پنهاناي با يک لايهممکن که شبکه
تلاش ها، تعداد نورون افزايشسپس با شود. نظر گرفته مي رد

ها، روند افزايش تعداد نورون .شود تا دقت مدل بهبود يابدمي
تا آن جايي که ديگر تغییري در دقت شبکه حاصل نشود، 

ي پنهان جديد متشکل از يابد. بعد از آن يک لايهادامه مي
ي هاي لايهشود. مجددا تعداد نورونيک نورون، اضافه مي

بعد از توقف روند يابد.جديد به هدف بهبود شبکه افزايش مي
ي پنهان قبلي برگشته و مجددا به لايه بهبود دقت شبکه،

ها کم و زياد ده، تعداد نورونمتناسب با تغییرات ايجاد ش
ها جايي بین لايهبهشود تا مقدار بهینه بدست آيد. روند جامي

يابد. تا زماني که ديگر تغییري در نتايج حاصل نشود، ادامه مي

                                                           
1 tuning 

جديد به  ايبعد از توقف روند بهبود دقت شبکه، مجددا لايه
  شود.شبکه اضافه شده و همان روند قبلي تکرار مي

ي بعد از آنکه اين اطمینان حاصل گرديد که شبکه
مورد نظر از بهترين ساختار ممکن برخوردار است، 

 شود تاتلاش مي مرحله اين در شود.ي دوم آغاز ميمرحله
ي طراحي شده، هاي شبکهبهترين مقادير براي مولفه

به اين منظور چندين گام طي خواهد شد. در  .بدست آيد
ي مورد ها، مولفهبا ثابت نگه داشتن ساير مولفههر گام 

 شود.ها معرفي مياين گام گردد. در ادامهنظر تنظیم مي
. اين ميرويم، به سراغ تعیین تابع فعالیت اولدر گام 

ي يک نورون را به يک خروجي هايورودي مجموعهتابع 
. در صورتي که تابع فعالیت متعلق [12] کنديمواحد تبديل 

هاي( میاني باشد، اين خروجي به عنوان يه)يا لا هيلابه 
ي میاني بعدي داده خواهد شد. اما اگر تابع هيلاورودي به 

ي پاياني باشد، خروجي آن، خروجي هيلافعالیت مربوط به 
ختلفي از تابع فعالیت وجود دارد اصلي شبکه است. انواع م

ي تابع فعالیت مربوط به لايه که در حالت کلي به دو دسته
ي خروجي هاي پنهان( و تابع فعالیت مربوط به لايه)يا لايه

ي میاني هاهيلابراي . در اين تحقیق [19] شودتقسیم مي
ي خروجي، دو هيلاو براي  sigmoidو  relu  ،tanhع بسه تا
. در [19] در نظر گرفته شده است identityو  softmaxتابع 

براي  reluهاي يادگیري عمیق، معمولا از تابع فعالیت شبکه
شود زيرا دو تابع ديگر سبب هاي میاني استفاده ميلايه

تر و در نتیجه سخت "گراديان محو شونده"ايجاد خطاي 
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شوند. همچنین با توجه به آن که شدن يادگیري شبکه مي
با  تااينهاو  باشديمي بندطبقهي پیش رو از نوع مساله
 softmaxي مختلف سر و کار داريم، تابع فعالیت هاکلاس

 ي خروجي، مناسب تشخیص داده شد. براي لايه
، اقدام به تغییر نرخ يادگیري شبکه عصبي کم دوم در گام 

نرخ يادگیري اختصاص داده  شود. اگر مقدار کمي بهيمعمق 
شود، شبکه کند عمل خواهد کرد. در مقابل نرخ يادگیري زياد، 

نرخ  معمولاا گردد. سبب ايجاد نوسان و ناپايداري در شبکه مي
 .کنديمتغییر  1e-6و  1e-1ي بین ابازهيادگیري در 

يابد. دهي اولیه تغییر ميزنروش و ،سومدر گام 
هاي اولیه و تصادفي اختصاص وزنهاي مختلفي جهت روش

، XAVIER وجود دارد. از جملهي طراحي شده به شبکه

RELU، UNIFORM ،NORMALIZE و DISTRIBUTED . با
 .دادافزايش  را شبکهدقت توان انتخاب يک روش مناسب مي

ي سازنهیبههدف تغییر و  تکرارهادر گام چهارم، تعداد 
. در حالت کلي، افزايش دفعات تکرار سبب ردیگيمقرار 

شود. علت اين افزايش، بالاتر بالا رفتن دقت شبکه مي
ي آزادي شبکه و در نتیجه توانايي بیشتر آن درجهرفتن 

ي نادر است. در عین حال هامثالو  زهاينودر تشخیص 
بیني را برخلاف دقت تواند دقت پیشتکرار بیش از حد مي

لت پديد آمدن چنین شرايطي را آموزش کاهش دهد. ع
. [14]جست و جو کرد  Overfittingي مسئلهدر  توانديم

بیش از حد مراحل تکرار، شبکه شروع در واقع با افزايش 
که در نتیجه آن  کنديمي آموزشي هادادهبه حفظ کردن 
. اما در عین حال شبکه در روديم بالاتردقت آموزش 

ي درست، موفق عمل نیبشیپي جديد و هانمونهتشخیص 
هايي پنج . به منظور تعیین مقدار بهینه، با گامکندينم

شود. اين روند ها مياد تکرارتايي، اقدام به افزايش تعد
افزايشي تا آن جايي که ديگر بهبودي در دقت شبکه 

يابد. سپس همسايگي آخرين تکرار حاصل نشود، ادامه مي
ي نهايي، ي بدست آمده به منظور يافتن مقدار بهینهبهینه

 شود.گام، ارزيابي مي 4تا شعاع 
تابع شود. با کمک ، تابع هزينه تنظیم ميپنجمدر گام 
توان دريافت که کدام پاسخ به جواب بهینه هزينه مي

و  MSEتر است. دو نوع تابع هزينه وجود دارد. نزديک
MCXENT تابع اول میانگین مربع خطاهاست که مناسب .

ارزيابي دقت در مسائلي است که خروجي مقدار حقیقي 
 هادادهي بندطبقه. اما تابع دوم در شرايطي که با باشديم

. از آن جايي که کنديمکار داشته باشیم، کاربرد پیدا  سر و
باشد، همواره از تابع بندي ميي پیش رو از نوع طبقهمساله
 شود.استفاده مي MCXENTي هزينه

تنظیم  هاوزنکردن  هنگامبهي وهیش، ششمدر گام 
، کاهش اختلاف بین هاوزنسازي هنگامبهشود. هدف از مي

. تا به امروز باشديمي شده نیبشیپمقدار واقعي و 
ي بسیاري به اين منظور معرفي شده است از هاروش
، ADADELTA  ،NESTEROV ،ADAMجمله

ADAGRAD  وRMSPROP انتخاب يک روش درست .
 سرعت يادگیري شبکه را افزايش دهد. توانديم

گردد. سازي شبکه تعیین مي، الگوريتم بهینههفتمدر گام 
ي به روز رساني شبکه با توجه به وريتم نحوهدر واقع اين الگ

ترين اين از متداولمیزان گراديان را مشخص مي کند. يکي 
 SGDيا همان   stochastic gradient descentها الگوريتم

 conjugateباشد. البته انواع ديگري از اين الگوريتم مانند مي

gradient  وLBFGS .در اکثر موارد از ترکیب  نیز وجود دارد
SGD  و روش به روز رسانيRMSPROP  به عنوان يک پیش

 شود.فرض بسیار خوب استفاده مي

 عصبی کم عمق یشبکه -4-3-3

 يشبکهده از اسازي بارش با استفبه منظور مدل
ي پرسپترون چند لايه در قالب ، يک شبکهعمق کم يعصب

( 9جدول )کر شده، تنظیم و بهینه گرديد. ي ذدو مرحله
سازي ساختار و هاي طي شده جهت تنظیم و بهینهگام

 دهد.هاي شبکه را نشان ميمولفه

ي پنهان ي ورودي، سه لايهساختاري متشکل از يک لايه
ي خروجي به عنوان ساختار بهینه تعیین گرديد. و يک لايه

نورون تشکیل شده  1و  8، 9، 6، 694ها به ترتیب از اين لايه
 کم يعصب يشبکههاي اند. بعد از تعیین ساختار بهینه، مولفه

متناسب با ساختار ايجاد شده، تنظیم گرديد. در نهايت  عمق
در  reluاي با تابع فعالیت بعد از طي چندين گام، شبکه

ي خروجي و نیز نرخ در لايه softmaxهاي پنهان و لايه
به  28تنظیم گرديد. همچنین تعداد تکرار  1e-1يادگیري 

ي پنهان اول و در لايه XAVIERدهي اولیه همراه روش وزن
NORMALIZATION ها، مناسب تشخیص در ساير لايه

، تابع RMSPROPداده شد. در نهايت تابع به هنگام سازي
به عنوان  LBFGSسازي و الگوريتم بهینه MCXENTهزينه 

 مناسب انتخاب گرديد.هاي توابع و الگوريتم
ي حاصل شده توسط مدل نیبشیپبا استفاده از نتايج 

ي بارش نیبشیپي نقشه، قیعمکمي عصبي شبکه
ي نیبشیپي نقشه. گردديمتهیه  2164ي سال ماهانه

 ( نمايش داده شده است.1بارش دوازده ماه در شکل )
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 عمقي عصبي کمسازي شبکهشده جهت تنظیم و بهینهمراحل طي  -9جدول

 
 

    

    

    

 عمقي عصبي کمبا استفاده از اطلاعات بدست آمده از مدل شبکه 2164ي شمال غربي ايران در سال ي منطقهبیني بارش ماهانهي پیشنقشه -1شکل

134



  
يه

شر
ن

 
ي

لم
ع

- 
ي

هش
ژو

پ
 

وم
عل

 و 
ون

فن
 

شه
نق

 
ي،

دار
بر

 
ره

دو
 

م،
شش

 
ره

ما
ش

 4، 
رد

ا
ي

ت
هش

ب
 

 ماه
69

31
 

 

 

س
ا

 

  قیعم باور یشبکه -4-3-4

ي باور سازي بارش با استفاده از شبکهجهت مدل

هاي شبکه متناسب با توضیحات عمیق، ساختار و مولفه

به اين منظور، سازي گرديد. شده، تنظیم و بهینهارائه

( 4) جدولي اصلي که در گام در قالب دو مرحلهچندين 

-شبکهي آن، باشد، طي شد که در نتیجهقابل مشاهده مي

ماشین بولتزمن محدود شده مناسب  4اي متشکل از 

 تشخیص داده شد.

ي اين شبکه از لحاظ ظاهري مشابه يک شبکه

، 63که به ترتیب داراي  استي پنهان لايه 9پرسپترون با 

، بعد از تعیین يک ساختار بهینهد. باشنورون مي 63و  3

رسد. در ي باور عمیق ميشبکه هاينوبت به تنظیم مولفه

 reluاي با تابع فعالیت نهايت بعد از طي چندين گام، شبکه

ي خروجي تنظیم در لايه softmaxهاي پنهان و در لايه

دهي به همراه روش وزن 61گرديد. همچنین تعداد تکرار 

مناسب تشخیص  1e-1نرخ يادگیري  نیز و Uniform اولیه

 ،RMSPROPدر نهايت تابع به هنگام سازيو  داده شد.

 SGDسازي و الگوريتم بهینه MCXENTتابع هزينه 

ي شبکههاي ، ساختار و مولفه (4). جدول تعیین گرديد

هاي ارزيابي دقت سازي شده و مقدار هر يک از معیاربهینه

 . دهدمي، نمايش را شبکه

 ي باور عمقسازي شبکهمراحل طي شده جهت تنظیم و بهینه -4جدول

 
 

 

حاصل شده توسط  ينیبشیپبا استفاده از نتايج 

سال  يماهانهبارش  ينیبشیپ ينقشهباور عمیق،  يشبکه

بارش دوازده ماه  ينیبشیپ ينقشه. گردديمتهیه  2164

 نمايش داده شده است.( 6)در شکل 
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 عمیق باوري با استفاده از اطلاعات بدست آمده از مدل شبکه 2164ي شمال غربي ايران در سال ي منطقهبیني بارش ماهانهي پیشنقشه -6شکل
 

 ارزیابی نتایج -4-4

ي عصبي کم عمق و قت دو شبکهجهت ارزيابي د
به عنوان  2169تا  6316هاي سال ي باور عمیق، دادهشبکه

(. به منظور 1پارامتر ورودي به اين دو شبکه داده شد )شکل

ي ماه به ماه و بررسي نتايج اين دو شبکه، يک مقايسه
ايستگاه به ايستگاه بین مقادير بارش به وقوع پیوسته و بارش 

و  8)شکل بیني شده توسط اين دو مدل صورت گرفتپیش
( مشخص 3( و )8هاي )ي شکل(. همان طور که از مقايسه3

ي عصبي کم ي باور عمیق در مقايسه با شبکهاست، شبکه
 بیني نتايج برخوردار است. عمق، از دقت بهتري در پیش

به صورت  بارش،هاي دادهخصوصا هاي هواشناسي داده
باشند. به اين معني که طبیعي داراي توزيع نامتوازن مي

 ين، بیشتر از سايري خاصتوزيع میزان بارش حول مقادير
( مشخص 3( و )8) هايباشد. همان طور که از شکلمي

ي میزان بارش رخ داده در است، خط پیوسته نشان دهنده
دهد که . اين خط نشان مياستي مطالعاتي سطح منطقه

هاي سال، ها، تقريبا در تمامي ماهبارش بیشتر ايستگاه
تر از درصد میانگین بارش و يا بیش 81مقاديري کمتر از 

 از دهد.درصد اين میانگین را به خود اختصاص مي 621
 شتریب زین شده ينبیشیپ بارش که رفتیم انتظار رو نيا

 .شود واقع کلاس دو نيا در

کم عمق تحت تاثیر الگوي  مصنوعي ي عصبيشبکه

ي مطالعاتي، بارش تقريبا تمامي هغالب بارش در منطق

هاي فوريه، مارس، آوريل، مي، جون، ها در ماهايستگاه

درصد  81جولاي، آگوست، سپتامبر و دسامبر را کمتر از 
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ا ها در ماه نوامبر رش تمامي ايستگاهمیانگین منطقه و بار

بیني کرده است درصد میانگین بارش پیش 621بیش از 

توان در تاثیر بیني ضعیف را ميعلت اين پیش (.8)شکل 

ي عصبي مصنوعي کم عمق از پارامتر پذيري زياد شبکه

با پراکندگي  يا همان بارش به وقوع پیوسته بینيپیش

ي آموزش و در نتیجه عدم توانايي اين بیشتر در مرحله

  ها دانست.یش بیني ساير کلاسشبکه در پ

ي باور عمیق با شود که شبکهدر مقابل مشاهده مي 

طالعاتي، مي وجود الگوي غالب بارش در سطح منطقه

هايي با پراکندگي کمتر در اين توانسته است میزان بارش

علت  (.3بیني کند )شکل ناحیه را نیز به خوبي پیش

الگوهاي بارشي با بیني در پیش اين شبکه توانايي بیشتر

هاي سازي بهتر پیچیدگيو در نتیجه مدل پراکندگي کمتر

ي هاي بیشتر و شیوهتوان در تعداد لايهمساله را مي

 تر آن جست و جو کرد.آموزش بهینه

 يبه وقوع پیوسته براي نمونه در ماه مارس، بارش

قرار دارد. با وجود  «چهار»در کلاس  ،هابیشتر ايستگاه

 ها توسطتمامي ايستگاهکلاس صفر براي بیني پیش

 ،ي باور عمیقشبکه، (8-9)شکل  عمق کم يعصب يشبکه

بیني کرده ها را در کلاس درست پیشبارش بیشتر ايستگاه

 . (3-9)شکل است

   

   

   

 
  

 عصبي مصنوعي کم عمق يبیني شده توسط شبکهايستگاه بارش به وقوع پیوسته و بارش پیشمقايسه ماه به ماه و ايستگاه به  -8شکل

137



 

یپ
نیبش

ي 
کان

م
 -ي

مان
ز

ش
بار

ي 
 

انه
اه

م
 

از 
ده 

تفا
اس

با 
که

شب
ق

می
 ع

ور
 با

ي
 

رد
مو

 ...
 

بارش در  در ماه دسامبر، با وجود نوسانات بسیارِ همچنین

ي عصبي بیني شده توسط شبکهبارش پیشسطح منطقه، 

ها کلاس صفر اي تمامي ايستگاهمصنوعي کم عمق، بر

شود ( مشاهده مي3-62). اما در شکل (8-62)شکلباشدمي

 ي باور عمیق به خوبي نوسانات را پوشش داده است. که شبکه

بیني قابل قبولي در پیشدر ماه فوريه نیز پیشرفت 

در  (3-2)شکل  ي باور عمیقبارش منطقه توسط شبکه

 (8-2ي عصبي مصنوعي کم عمق )شکل سه با شبکهمقاي

ها بیني بارش ايستگاهپیشدر همچنین  شود.ملاحظه مي

ي باور عمیق عملکرد بهتري از خود شبکه ،آپريلماه در 

بارش  عمق کم يمصنوع يعصب يشبکهنشان داده است. 

با وجود نوسانات بسیار،  ،ها راتمامي ايستگاه ماه دراين 

. اما در (8-4)شکل  استبیني کرده پیش «صفر»تقريبا 

ي باور عمیق شبکه شود که( مشاهده مي3-4شکل )

هاي در میزان بارش ايستگاه نوسانات به وقوع پیوسته

 داده است. نشانرا به خوبي  ي مطالعاتيمنطقه

ي عصبي مصنوعي در ماه نوامبر نیز با وجود آنکه شبکه

 اتيمطالع يها در سطح منطقهکم عمق، بارش تمامي ايستگاه

-66)شکل  بیني کردهپیش «چهار» به اشتباه در کلاس را 

 به شکل رشي منطقه رانوسانات با ي باور عمیق، شبکه(8

 .(3-66)شکل  نموده استبیني پیش يبهتر

تر از دقت همچنین به منظور انجام يک ارزيابي کلي

نتايجِ حاصل از دو شبکه، با کمک اطلاعات موجود از بارش 

 میانگینبیني،کلاس متعلق به هاي پیشو همچنین نقشه

ي به وقوع پیوسته و همچنین بارش میزان بارش ماهانه

ي بیني شده توسط دو مدل در سطح منطقهپیش

   

   

   

   

ي باور عمیقبیني شده توسط شبکهمقايسه ماه به ماه و ايستگاه به ايستگاه بارش به وقوع پیوسته و بارش پیش -3شکل  
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ي . با کمک محاسبه(1)جدول  مطالعاتي، محاسبه شد

، امکان انجام يک ارزيابي دقیق و سريع از میانگین

همان طور که  گردد.ها فراهم مينقشه از مشاهدات حاصل

ماه  61ي باور عمیق در ( مشخص است، شبکه1از جدول )

صحیح و منطبق با واقعیت شده بیني موفق به انجام پیش

هاي وضع است. بر اساس اطلاعات استخراج شده از نقشه

در دو ماه در سطح منطقه، موجود، بیشترين میزان بارش 

به وقوع  ي پايیزاسفند و فروردين و همچنین سه ماهه

 باشد.پیوندد که دقیقا مطابق با واقعیت موجود ميمي
 

 ي باور عمیقي عصبي مصنوعي کم عمق و شبکهبیني حاصل از نتايج دو شکههاي پیشهاي وضعیت موجود و نقشهنقشهنتايج ارزيابي  -1جدول

 

 

حاصل از دو  دقت نتايجبه منظور ارزيابي  به علاوه،

ي باور عمیق، از شبکهو  عمقکمي عصبي شبکهمدل 

 score F1 و Accuracy ،Precesion ،Recallچهار معیار 

یارها مقاديري معهر يک از اين  جهت ارزيابي استفاده شد.

بیانگر  6دهند که عدد يمرا به خود اختصاص  6و  1بین 

( نتايج ارزيابي دقت دو 1باشد. در جدول )يمبهترين دقت 

شبکه نشان داده شده است. همان طور که از نتايج 

بیني یشپ يي باور عمیق در حل مسالهشبکهپیداست، 

زماني  -ي مکانيهادادهبارش و نیز در مواجه با کلان 

 عمل کرده است. ترموفق

 ي باور عمیقعصبي مصنوعي کم عمق و شبکهي هاشبکهنتايج ارزيابي  -1جدول

 

 یشنهاداتو پ یبندجمع -5

ت در مديري مهميد مدت بارش، نقش بیني بلنپیش

 يپديده نکهيا به توجه اکند. بمنابع آبي کشور ايران ايفا مي

بیني آن از باشد، پیشمختلفي مي عوامل تابع بارش

در اين تحقیق به  هاي بسیاري برخوردار است.پیچیدگي

 زماني بارش ماهانه -هاي توزيع مکانيي نقشهمنظور تهیه

هاي يادگیري روش، از ي شمال غربي ايراندر منطقه

مبتني ي ي عصبي مصنوعي کم عمق و شبکهشبکه ماشین

 هايدهعمیق استفاده شد. به اين منظور ابتدا دا بر يادگیري

هاي محیطي و ي دادهستهدر سه د مورد نیاز يماهانه

هاي هاي بزرگ مقیاس اقلیمي و داده، دادههواشناسي

هاي ساختار و مولفه سپس. آوري شدتوپولوژيکي جمع

ي باور عمیق و شبکه ي عصبي مصنوعي کم عمقشبکه

سازي گرديد. تنظیم و بهینهمورد استفاده در اين پژوهش، 

 هر از بیني، با استفاده ازمراحل آموزش، تست و پیشسپس 

سپس با استفاده از نتايج حاصل اين شبکه صورت پذيرفت. 

 بیني بارش ماهانه تهیه شد. هاي پیشاز اين دو شبکه، نقشه

ي عصبي مصنوعي کم جهت ارزيابي دقت دو شبکه

، Accuracyي باور عمیق، از چهار معیار عمق و شبکه

Precesion،Recall و score F1  بهره برده شد. نتايج
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هاي مبتني بر شبکه موفقیت ينشان دهندهبدست آمده 

 -هاي مکاني، در مواجهه با کلان دادهيادگیري عمیق

هاي عصبي مصنوعي کم عمق شبکهنسبت به  ،زماني 

ي به وقوع ي مقدار بارش ماهانههمچنین مقايسه .باشدمي

بیني شده توسط -ي پیشماهانهي با میزان بارش پیوسته

ي باور عمیق، براي هر يک از ي عصبي کم عمق و شبکهشبکه

ي توانايي بیشتر ي مطالعاتي، نشان دهندههاي منطقهايستگاه

 .باشدبیني بارش ماهانه ميي باور عمیق در پیششبکه
هاي آينده قصد داريم تا از الگوريتم هايبه عنوان کار

و  بهینه هاي وروديپارامتر تخابانجهت سازي بهینه

شود که بیني ميها بهره بريم. پیشترين آنانتخاب موثر

زايي در بالا بردن دقت تفاده از اين الگوريتم، تاثیر بساس

نتايج داشته باشد. همچنین از آن جايي که در مبحث 

بیني بارش با هاي آب و هوايي و از جمله پیشبینيپیش

زماني رو به رو هستیم، زمان  -هاي مکانيکلان داده

از اين رو قصد داريم در  باشد.پردازش طولاني مي

هاي بعدي به منظور کاهش زمان پردازش، از واحد پژوهش

 همان( استفاده کنیم. همچنین GPUپردازش گرافیکي )

 يهواشناس هايداده شد، گفته زین ترشیپ که طور

 نامتوازن عيتوز يدارا يعیطب صورت به بارش، خصوصا

 ها،داده از نوع نيا مشکل حل يبرا داده، علم در. باشنديم

 قاتیتحق اهداف از يکي. است شده ينبیشیپ هاييحل راه

 دقت بهبود و نامتوازن هايداده مشکل حل تواندمي يبعد

 .باشديم هاکلاس يتمام جينتا
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