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 به ویژگی، انتخاب روش به توجه با جمعی یادگیری هایروش عملکرد بررسی

 ابر، شناسایی هدف با حرارتی و انعکاسی هایکننده بندیطبقه ادغام منظور

 مادیس تصاویر در برف/یخ و سیروس ابر

 2زاده هنزائیمهدی آخوند، 1انیقاسم سهینف

 دانشگاه تهران - برداري و اطلاعات مکانيدانشکده مهندسي نقشه - دانشجوي کارشناسي ارشد سنجش از دور 1
n.ghasemian@ut.ac.ir  

 دانشگاه تهران - برداري و اطلاعات مکانياستاديار دانشکده مهندسي نقشه 2
makhonz@ut.ac.ir 

 (1931 فروردين، تاريخ تصويب 1931 آّبان)تاريخ دريافت 

 چکیده

هاي ماديس، يکي هاي پوشیده از ابر هستند. به منظور استخراج اطلاعات صحیح از دادهي ماديس داراي قسمتي تصاوير سنجندهتقريبا همه
-هاي مورد استفاده در طبقهويژگيهاي ابري و جداسازي آن از عوارض مشابه مانند برف/يخ است. هاي کلیدي شناسايي پیکسلپردازشاز پیش

هاي ابر از هاي مرئي امکان جداسازي پیکسلهاي بافتي باندشوند. با استفاده از ويژگيهاي بافتي و طیفي تقسیم ميي ويژگيبندي ابر به دو دسته
هاي حرارتي )دما( در ماسک همچنین از ويژگيهاي حرارتي مشابه باشند. توانند داراي ويژگيشود ولي ابر و برف ميهاي برف/يخ فراهم ميپیکسل

بندي پوشش سطح زمین با استفاده هاي مختلف استفاده شده است. مطالعات زيادي به منظور طبقهها در ارتفاعابر ماديس به منظور شناسايي ابر
شده است. در اين تحقیق کاربردي جديد از بندي استفاده ها صرفا به منظور طبقههاي يادگیري جمعي انجام شده است و از اين روشاز روش

ها بندي کنندهها به منظور ادغام دو نوع مختلف از طبقههاي يادگیري جمعي در مقايسه با مطالعات پیشین مطرح شده است و از اين روشروش
ستفاده شده است. همچنین در مطالعات هاي حرارتي هستند، اهاي انعکاسي و نوع دوم با ويژگيهايي با ويژگيبندي کنندهکه نوع اول طبقه

-هاي يادگیري جمعي مورد بررسي قرار نگرفته است. بنابراين هدف اين تحقیق مقايسههاي ورودي بر عملکرد نهايي روشپیشین، اثر تغییر ويژگي

و  boostingهاي يادگیري جمعي شامل هاي انعکاسي و حرارتي با استفاده از دو نوع از روشهاي با ويژگيبندي کنندهي ادغام طبقهي نتیجه
باشد. ابتدا به منظور هاي ابري، سیروس و برف/يخ با توجه به روش انتخاب ويژگي مي(، به منظور شناسايي پیکسلRFالگوريتم جنگل تصادفي)

 totalboost و  adaboost.M1 ،adaboostSVM،logitboostبه کار گرفته شده، شامل  boostingهاي هاي انعکاسي و حرارتي در روشانتخاب ويژگي
( و RFEهاي ذکر شده از روش حذف ويژگي به روش بازگشتي )علاوه بر روش RF( و در روش GAو الگوريتم ژنتیک ) Sهاي معیار از روش

ري جمعي صرف نظر هاي يادگیها در سطح تصمیم با يکديگر ادغام شدند. براي اکثر روشبندي کنندهماتريس کارلیشن استفاده شد. سپس طبقه
توانست  RFو ماتريس کارلیشن در الگوريتم  RFEي ابر وسیروس بالايي دست آمد. استفاده از دو روش کنندهاز روش انتخاب ويژگي، دقت تولید

براي  (GAو الگوريتم ژنتیک ) Sهاي معیار را نتیجه دهد که نسبت به حالتي که از روش %111و  %33هاي ابر به ترتیب دقت کاربري پیکسل
صرف نظر از روش انتخاب ويژگي با اختصاص وزن بیشتر به  boostingهاي تري را نشان داد. روشهاي بالاانتخاب ويژگي استفاده شد، دقت

دست  RFتري تسبت به الگوريتم ي برف/يخ بالاکنندهتر،  توانستند به دقت تولیدهاي آموزشي کمهاي آموزشي مربوط به کلاس با تعداد دادهداده
هاي انتخاب ويژگي مختلف در نتیجه دادند. در بین روش RFهاي تري نسبت به روشها دقت کاربري سیروس نسبتا بالايابند. همچنین اين روش

RF  ي مرجع به دست با نقشهبندي را نتیجه دهد. در انتها، میزان توافق نتايج طبقه %31روش ماتريس کارلیشن توانست دقت کاربري سیروس
ترين درصد توافق نتیجه دادند. بالا boostingهاي تري نسبت به روشهاي بالادرصد توافق RFهاي آمده از ماسک ابر ماديس محاسبه شد. روش

 به دست آمد. %22به مقدار  logit boost-GAترين براي روش و پايین %61به مقدار  RF-RFEبراي روش 

 هاي انعکاسي و حرارتيبندي کنندههاي يادگیري جمعي، انتخاب ويژگي، ابر، برف/يخ، سیروس، ادغام، طبقهوشرواژگان کلیدی: 

                                                           
  نويسنده رابط 
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 مقدمه -1

هاي بندي پیدا کردن ويژگياولین گام در طبقه

هاي ورودي به فرايند مناسب است. بسیاري از ويژگي

ي مورد نظر مناسب براي شناسايي عارضهبندي طبقه

شود که نیستند. ويژگي نامناسب به ويژگي گفته مي

ي مورد بندي و شناسايي عارضهاستفاده از آن در طبقه

نظر تاثیري نداشته باشد و يا اطلاعات جديدي در مورد 

هاي در بسیاري از مواقع حجم داده ].1[تارگت اضافه نکند

لا بوده و فرايند يادگیري قبل از بندي باورودي به طبقه

شود. حذف هاي اضافي به خوبي انجام نميحذف ويژگي

هاي نامرتبط و اضافي، موجب افزايش سرعت اين ويژگي

هاي انتخاب ويژگي سعي شود. بنابراين روشيادگیري مي

هاي مرتبط با شناسايي اي از ويژگيکنند مجموعهمي

هاي انتخاب تنوع روشعوارض مورد نظر را انتخاب کنند. 

آورد که کدام يک ويژگي موجود اين سوال را به وجود مي

هاي انتخاب ويژگي متداول، در کاربرد مورد نظر از روش

ها و تابع ي تولید ويژگيمناسب است. بر اساس نحوه

هاي متنوعي براي انتخاب ويژگي در توان روشارزيابي مي

اي تولید زير مجموعههاي مختلفي براي نظر گرفت. روش

جستجوي کامل  -1ها وجود دارند که عبارتند از:از ويژگي

جستجوي رندم. روش  -9 1جستجوي اکتشافي -2

جستجوي رندم، روشي نسبتا جديد نسبت به دو روش 

است ولي  N2باشد. هرچند ابعاد فضاي جستجو ديگر مي

گیرند هايي که مورد بررسي قرار ميدر عمل تعداد ويژگي

و الگوريتم پس از تعداد تکرار معین  باشدمي N2تر از مک

هاي شود. عملکرد اين روش بستگي به ويژگيمتوقف مي

ي تولید اعداد تصادفي دارد. از اين دسته ورودي و نحوه

هاي تصادفي مانند الگوريتم ژنتیک اشاره توان به روشمي

 ي بهینه با توجه به يکپیدا کردن يک زير مجموعه. کرد

سازي شود. تابع ارزيابي، قابلیت جداتابع ارزياب انجام مي

اي از هاي مختلف، براي يک ويژگي يا مجموعهکلاس

توان هاي ارزياب را ميکند. تابعگیري ميها را اندازويژگي

تابع فاصله، اطلاعات،  :]1[به پنج دسته تقسیم کرد

 بندي. و میزان خطاي طبقه 2وابستگي، هماهنگي

                                                           
1 heuristic 

2 consistency 

 يدسته دو به توانمي را ابر شناسايي هايروش

از  ].2[کرد تقسیم 9کاوي داده هايمدل و فیزيکي هايروش

هاي ذکر شده در توان به روشي اول ميهاي دستهروش

هاي اخیر تحقیقات قابل اشاره کرد. در سال] 8[-]9[منابع 

هاي داده ي شناسايي ابر با استفاده از روشتوجهي در حیطه

هايي 2کننده بنديطبقه از مقالات انجام شده است. درکاوي 

 6گیريدرخت تصمیم ،1احتمال بیشینه ،1عصبي مانند شبکه

 شده ابر استفاده شناسايي براي 8همسايگي تريننزديک و

 کاوي داده هايروش فیزيکي، هايروش با مقايسه در. است

اند. داده بهبود توجهي طور قابل به را بنديطبقه دقت

همچنین تحقیقات زيادي به منظور شناسايي ابر در تصاوير 

 .]3[ي ماديس انجام شده استسنجنده

بندي ابر به دو هاي مورد استفاده در طبقهويژگي

شوند. هاي طیفي و بافتي تقسیم ميي ويژگيدسته

بندي ابر ايفا تري در طبقهي اول که نقش مهمدسته

هاي س ابر را در باندکنند، اطلاعات مرتبط با راديانمي

به عنوان مثال از اين  .]11[کندطیفي مختلف استخراج مي

آستانه، هاي مبتني بر حدتوان به روشها ميدسته روش

هاي چند طیفي اشاره هاي هیستوگرام مبنا و روشروش

شان هاي طیفي به خاطر اهمیت فیزيکيکرد. ويژگي

حال موثري هاي ساده و در عین و دما( ويژگي )انعکاس

ها در باشند. هر چند اين ويژگيبراي شناسايي ابر مي

شان و برف به خاطر شباهت طیفي 3هاي يخيتشخیص ابر

ي دوم، انواع مختلف ابر را شوند. دستهبا مشکل مواجه مي

با استفاده از توزيع مکاني وقوع درجات خاکستري در يک 

جمله کند. از ناحیه و در يک باند خاص، شناسايي مي

توان به دو هاي بافتي مفید در شناسايي ابر ميويژگي

اي . در مطالعه]11[ويژگي کنتراست و وابستگي اشاره کرد

ي لندست، با دو بندي ابر در تصاوير ماهوارهصحت طبقه

روش مختلف در استخراج بافت، با يکديگر مقايسه شدند. 

 تري را براي روش نتايج به دست آمده صحت پايین

DVGL
GLCM نسبت به روش 11

چانگ  .]12[نشان داد 11

 هاي بافت هو آي و همکارانش از ويژگي

                                                           
3 Data mining models 
4 classifier 

5 Neural network 

6 Maximum likelihood 
7 Decision tree 

8 1-nearest neighbors 

9 Ice clouds 
11 GLDV 

11 Gray level co-occurrence matrix 

138



 
ي

لم
 ع

يه
شر

ن
- 

ره 
ما

 ش
م،

فت
 ه

ره
دو

ي، 
دار

 بر
شه

 نق
ون

 فن
م و

لو
 ع

ي
هش

ژو
پ

1
اه 

ر م
يو

هر
 ش

،
19

31
  

  

 

س
ا

 

... 
صه

خلا
ل 

شک
ه 

ه ب
قال

ن م
نوا

ع
 

 

GGCM ماتريس
به منظور شناسايي ابر استفاده  1

توان به در نظر گرفتن . از معايب اين روش مي]19[کردند

هاي مشابه با ابر دارند، مانند: بیابان، عوارضي که ويژگي

 ره کرد.مه، برف و دود، به عنوان ابر اشا

ي ترکیب هاي اخیر تحقیقات زيادي در زمینهدر سال

بندي ها به منظور ايجاد يک طبقهبندي کنندهطبقه

بندي است. اين طبقهي نهايي پیشنهاد داده شدهکننده

هاي اولیه صحت بندي کنندهکننده معمولا از طبقه

ها بندي کنندههاي ترکیب طبقهتري دارد. به روشبالا

اي از شود. در مطالعهگفته مي 2يادگیري جمعي هايروش

به منظور  boostingو  baggingهاي يادگیري جمعي روش

ي بندي کنندهبندي پوشش زمین با استفاده از طبقهطبقه

( استفاده شد. نتايج به دست SVMماشین بردار پشتیبان )

بندي عملکرد طبقه boostingآمده نشان داد که روش 

ي همچنین در مطالعه ].12[ا بهبود ندادر SVMي کننده

، baggingديگري عملکرد سه روش يادگیري جمعي، 

boosting ( و الگوريتم جنگل تصادفيRFدر طبقه ) بندي

گیري مقايسه شد. پوشش اراضي، با روش درخت تصمیم

نتايج به دست آمده نشان داد که مقادير ضريب کاپاي به 

 %11ي يادگیري جمعي هادست آمده با استفاده از روش

بیش از مقدار مشابه به دست آمده با استفاده از الگوريتم 

. در تحقیقات ذکر شده، اثر ]11[گیري بوددرخت تصمیم

هاي تغییر روش انتخاب ويژگي بر عملکرد نهايي روش

يادگیري جمعي مورد بررسي قرار نگرفته است. همچنین 

صرفا به هاي يادگیري جمعي در اين مطالعات از روش

بندي پوشش سطح زمین استفاده شده و منظور طبقه

ها بررسي بندي کنندهها در ادغام طبقهکارايي اين روش

بندي با استفاده از مطالعات انجام شده در طبقهاست. نشده

بندي ها و يا تنها يک طبقهبندي کنندهاي از طبقهمجموعه

هاي ورودي ويژگيکننده، وابستگي نتايج را به تعداد و نوع 

نابراين با توجه به تحقیقات ب]. 18[–]11[دهندنشان مي

تواند توان گفت روش انتخاب ويژگي نیز ميانجام شده مي

هاي بندي سیستمي طبقهيک پارامتر تاثیر گذار در نتیجه

 باشد. 9گانهي چندبندي کنندهطبقه

نوع مختلف از  2در اين مقاله عملکرد 

، adaboost.M1شامل،   boostingهايروش

                                                           
1 Gradient gray level co-occurrence matrix 
2 ensemble learning methods 

3 Multiple classifier systems (MCS) 

adaboostSVM ،logitboost  ،totalboost  و الگوريتم

هاي بندي کنندهجنگل تصادفي به منظور ادغام طبقه

هاي هاي بافتي و طیفي انعکاس باندانعکاسي )ويژگي

هاي بافتي و مادون قرمز نزديک( و حرارتي )ويژگي-مرئي

با هدف  ويژگي،طیفي مقادير دما( با توجه به روش انتخاب 

هاي ابر، برف/يخ و سیروس با هم مقايسه شناسايي پیکسل

هاي بندي با روشهمچنین میزان توافق نتايج طبقهشدند. 

 مختلف انتخاب ويژگي، با ماسک ابر ماديس، محاسبه شد. 

 مبانی تئوری تحقیق -2

هاي ابر، برف/يخ و سیروس به منظور شناسايي پیکسل

، adaboost.M1، adaboostSVM ،logitboostهاي از روش

vtotalboost ( و الگوريتم جنگل تصادفيRF ،استفاده شد )

ها ضروري بنابراين بررسي اجمالي مباني تئوري اين روش

 رسد.به نظر مي

2-1-Adaboost.M1 

 Adaboost.M1هاي آدابوست ميترين نوع از روشرايج-

 بیان شده است. ] 13[جزئیات اين الگوريتم در مرجع .باشد

2-2- AdaboostSVM 

ي بندي کنندهيک طبقه SVMي بندي کنندهطبقه

پارامتريک است. کرنل گوسین شامل دو پارامتر پهناي 

باشد. تغییر در مقادير مي Cگر و ضريب تنطیم σگوسین 

بندي کننده ها موجب تغییر در عملکرد طبقهاين پارامتر

کوچک براي پارامتر شود. هر چند انتخاب مقداري مي

بندي با کرنل گر موجب کاهش دقت عملکرد طبقهتنظیم

دهد که در صورت ها نشان ميشود ولي بررسيگوسین مي

گر، عملکرد انتخاب يک مقدار مناسب براي پارامتر تنظیم

. ]21[باشدمي σکرنل گوسین بیشتر تحت تاثیر پارامتر 

 Cقدار مقدار خطاي تست نهايي وابستگي زيادي به م

تعداد دفعات تکرار الگوريتم  stepσهمچنین پارامتر  .ندارد

کند و و تغییر آن تاثیر چنداني بر روي مقدار را تعیین مي

تر درباره خطاي تست نهايي ندارد. براي توضیحات بیش

 مراجعه شود. ]21[اين روش به مرجع 
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2-3- Logitboost 

هاي فرآيندتوانند به عنوان هاي آدابوست ميالگوريتم

گام به گام به منظور برازش مدل لجستیک افزايشي در 

. اين الگوريتم يک معیار نمايي را ]21[نظر گرفته شوند

ي دوم کند. بسط سري تیلور اين معیار تا مرتبهبهینه مي

اي است. هدف در برابر با معیار احتمال لگاريتمي دو جمله

( را 1ي )رابطهکه  اي است F(x) اين روش، پیدا کردن تابع

 مینیمم کند.

(1) ( )
( ) ( )

yF x
J F E e


  

ي آماري تواند امید رياضي جامعهمي E( 1ي)در رابطه

 با توزيع احتمال مشخص و يا میانگین نمونه باشد. تابع 

F(x)کند، تبديل (را مینیمم مي1ي )اي که مقدار رابطه

 ((. 2ي )است )رابطه P(y==1|x)لجستیک 

(2)  
 

 1

|

|

11

2

P y x
F x log

P y x




 
 

 بنابراين 

(9) 
( )

( ) ( )
( 1 | )

F x

F x F x

e
P y x

e e


 


  

(2) 
( )

( ) ( )
( 1 | )

F x

F x F x

e
P y x

e e




  


  

2-4- vtotalboost 

ي بهینه تواند به عنوان يک مسئلهروش بوستینگ مي

سازي در نظر گرفته شود. هدف اين الگوريتم انتخاب يک 

اصطلاح ضعیف هاي به بندي کنندهاز طبقه 1ترکیب کوژ

اي که مقدار حاشیه حداکثر شود. الگوريتم است، به گونه

باشد، آدابوست که يکي از انواع رايج روش بوستینگ مي

اي با هدف مینیمم کردن آنتروپي تواند به عنوان مسئلهمي

هاي آموزشي در آخرين تکرار نسبت به توزيع وزن داده

د. اين روند توزيع وزن دراولین تکرار در نظر گرفته شو

دار وزن يابد که میانگینمینیمم سازي تا زماني ادامه مي

                                                           
1  y(v,w,x)  يک ترکیب کوژاز نقاطa,b,c شود در صورتي نامیده مي

,که ,    and  , , , ( , , ) ,  v+w+x=1, v,w,x 0
n

a b c v w x y v w x va wb xc      

 

( برابر با مقدار صفر شود )اين edgeها )ي نمونهحاشیه

بندي شرط معادل با نصف شدن خطاي وزن دار طبقه

باشد(. در اين روش کننده در انواع پیشین بوستینگ مي

شرط مینیمم سازي تابع آنتروپي نسبي با اين  فرآيند

بندي گذشته، از طبقه tدر  edgeشود که مقادير انجام مي

هايي در اصطلاح بیشتر نشود. به چنین الگوريتم γمقدار 

“totally corrective” ها به . اين روش]22[شودگفته مي

هاي مناسبي تري نیاز دارند و روشتعداد دفعات تکرار کم

 .باشندمي 2به منظور انتخاب ويژگي

 3ریتم جنگل تصادفیالگو -2-5

هاي ترين روشالگوريتم جنگل تصادفي از جديد

. اين روش تعمیم الگوريتم ]29[يادگیري جمعي است

bagging باشد و تفاوت اصلي آن در انتخاب ويژگي مي

ها به طور اي از ويژگيمجموعه 2در هر گره تصادفي است.

شوند و سپس مراحل انتخاب ويژگي تصادفي انتخاب مي

در  Kيابد. پارامتر هر گره، در فضاي ويژگي ادامه ميدر 

اين الگوريتم میزان مشارکت تصادفي بودن را کنترل 

در نظر گرفته شود، در هر  K=1کند. در صورتي که مي

برابر با  Kشود؛ در صورتي که گره يک ويژگي انتخاب مي

هاي موجود در نظر گرفته شود، درخت تصمیم کل ويژگي

ان درخت تصمیم قطعي قديمي خواهد بود. ايجاد شده هم

ها برابر با لگاريتم تعداد ويژگي Kمقدار پیشنهادي براي 

باشد، همچنین در برخي منابع مقدار اين پارامتر برابر مي

هاي طیفي در نظر گرفته ها يا باندبا جذر تعداد ويژگي

ي . تصادفي بودن اين روش به مرحله]22[استشده

آستانه در هر شود و انتخاب حدمربوط ميانتخاب ويژگي 

  .]21[باشدي تصادفي نميگره يک پروسه

ی مورد های مورد استفاده و منطقهداده -3

 مطالعه

هاي هاي ابري از دادهبه منظور شناسايي پیکسل

MOD021KM-L1B يماهواره Terra ي ماديس سنجنده

هستند  KM 1 ها داراي رزولوشن مکانياستفاده شد. اين داده

ها به ترتیب تصحیحات آنو بايد قبل از استفاده، بر روي

                                                           
2 Feature selection 
3 Random forest 

4 node 
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هندسي و راديومتريکي صورت گیرد. همچنین تصاوير بايد 

باند طیفي در  91تصاوير ماديس داراي  زمین مرجع شوند.

باشند. تصوير مورد استفاده مربوط مي /.m μ 12-2يمحدوده

ي سال م فوريهي خاورمیانه بوده و در تاريخ سوبه منطقه

ي محدوده 1صبح اخذ شده است. شکل  6:11ساعت  2111

دهد. در اين ي مورد مطالعه را بر روي نقشه نشان ميمنطقه

هاي ابري شناسايي تحقیق به منظور ارزيابي صحت پیکسل

مقايسه  MOD35ي مرجع به دست آمده از شده نتايج با نقشه

نیز استفاده  MOD35اي هشدند. بنابراين در اين تحقیق از داده

به آدرس اينترنتي   NASAهاي مورد نیاز از سايت شد. داده

http:www.ladsweb.nascom.nasa.gov  به صورت رايگان در

 باشند.قابل دانلود مي hdfفرمت 

 
 ي مورد مطالعهي منطقهمحدوده -1شکل

 پیش پردازش -4

لازم بر هاي همان طور که گفته شد، قبل از انجام پردازش

ي ماديس، نیاز به انجام سنجنده Level 1Bهاي روي داده

به  DNتصحیحات هندسي، راديومتريکي و تبديل مقادير 

باشد. تصحیح هندسي تصاوير ماديس مقادير انعکاس و دما مي

شود. جهت تصحیح خطاي مي bow tieشامل حذف خطاي 

bow tie ي از افزونهModis conversion toolkit(MCTK)  که

شود، استفاده شد. همزمان با نصب مي ENVIافزار بر روي نرم

سیستم مختصات تصاوير از سیستم  bow tieحذف خطاي 

مختصات محلي به جهاني انتقال يافت. تصحیح راديومتريکي به 

.  ]26[-]21[باشدمي 1معني کاهش اثر خطاي نوار نوار شدگي

                                                           
1 stripping 

به منظور کاهش  2در اين تحقیق، از روش تطبیق هیستوگرام

با  DN. سپس مقادير ]28[خطاي نوار نوار شدگي استفاده شد

به انعکاس بالاي اتمسفر و دماي  ENVIاستفاده از نرم افزار 

درخشندگي تبديل شدند. براي اختصار در اين مقاله، به جاي 

و دماي درخشندگي به ترتیب از  هاي انعکاس بالاي اتمسفرواژه

 شده است.انعکاس و دما استفاده 

 روش تحقیق -5

هاي هاي لازم و کاهش خطاپردازشبعد از انجام پیش
هاي بافتي و طیفي از تصوير استخراج شدند. ذکر شده، ويژگي

هاي بافتي استفاده شده در اين تحقیق عبارتند از ويژگي
هاي بافتي انعکاسي استخراج شده از ماتريس ي ويژگيهمه

شامل میانگین، وريانس،  9×9هاي رخداد توام در همسايگي
همگني، کنتراست، عدم شباهت، آنتروپي، گشتاور مرتبه دوم 

هاي هاي حرارتي از برخي از ويژگيو وابستگي و در مورد باند
بافت شامل وابستگي، میانگین،گشتاور مرتبه دوم و عدم 

هاي طیفي به کار گرفته شده شباهت استفاده شد. ويژگي

ماي درخشندگي و اختلافات مقادير شامل مقادير انعکاس، د

هاي لیست ويژگي 1جدول. باشنددماي درخشندگي مي

از  2و1هاي باند دهد.انعکاسي و حرارتي ورودي را نشان مي
در  8باشند. همچنین باند هاي مفید در شناسايي ابر ميباند

ي طول موج آبي بوده و به منظور بررسي قابلیت محدوده
اسايي ابر در نظر گرفته شد به علاوه اين هاي مرئي در شنباند

باند داراي کاربرد براي شناسايي ابر در مناطق بیاباني 
نیز در ماسک ابر ماديس به منظور  21. باند ]23[است

 .]91[استشناسايي ابر سیروس مورداستفاده قرار گرفته

 1و نسبت انعکاس باند  NDVI ،NDSIهاي همچنین شاخص

داراي کاربرد در شناسايي ابر در مناطق به ترتیب  2به باند 
باشند.  داراي پوشش گیاهي، برفي و مناطق بیاباني و آبي مي

هاي حرارتي در نظر گرفته شده به عنوان ورودي ويژگي
به دلیل کاربرد در  92و  91،22،21عبارتند از: دماي باند

هاي ها و اختلافهاي بافت اين باندشناسايي دماي ابر، ويژگي
 -32BT-31BT 2- 31BT-33BT 9 -1ي درخشندگي شاملدما

20BT-31BT 2- 32BT-20BT 1-32BT-22BT 1-  دماي باند
هاي به منظور شناسايي ابر 1و  1،2،2،1هاي . ويژگي91

هاي ارتفاع بالا و پايین ، براي شناسايي ابر9ارتفاع بالا و ويژگي

 .]91[در ماسک ابر ماديس استفاده شده است

                                                           
2 Histogram matching 
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 هاي انعکاسي و حرارتي وروديويژگي -1جدول

 هاي حرارتيويژگي هاي انعکاسيويژگي

 هاي طیفيويژگي هاي بافتويژگي هاي طیفيويژگي هاي بافتويژگي

هاي بافت ماتريس رخداد توام ويژگي

ويژگي براي هر  8) 21و  1،2،8هاي باند

 باند(

 21و باند  8، 2، 1هاي انعکاس باند

، میانگین و 21کارلیشن باند 

، 22گشتاور مرتبه دوم باند 

و  91میانگین و عدم شباهت باند 

 92میانگین باند 

 21،22،91،92هاي دماي باند

 91و 

و نسبت  NDVI ،NDSIهاي شاخص

 2به  1انعکاس باند 

BT91-BT92 

BT99-BT91 

BT91-BT21 

BT92-BT21 

BT22-BT92 

    

طیفي انعکاسي و حرارتي هاي بافتي و سپس ويژگي

ذکر شده، به طور جداگانه وارد فرايند انتخاب ويژگي 

بندي با انواع شدند. به منظور انتخاب ويژگي در طبقه

( و الگوريتم S) معیار جدايي پذيري از boostingمختلف 

الگوريتم جنگل  استفاده از بندي باژنتیک و در طبقه

هاي فوق، ماتريس کارلیشن و تصادفي علاوه بر روش

 caretي حذف ويژگي به صورت بازگشتي )موجود در بسته

هاي ( نیز استفاده شدند. سپس بر روي ويژگيRافزار نرم

نوع  2هاي غیر حرارتي با استفاده از استخراج شده از باند

، adaboost.M1شامل  boostingمختلف از الگوريتم 

adaboostSVM ،logitboost،totalboost  و الگوريتم جنگل

هاي بندي انجام شد. بر روي ويژگيتصادفي طبقه

هاي هاي حرارتي نیز با استفاده از روشاستخراجي از باند

ها در سطح بندي کنندهبندي انجام و طبقهذکر شده طبقه

تصمیم با توجه به نوع خروجي با استفاده از دو روش راي 

(، با  logitboostاکثريت و احتمال بیشینه )در روش 

-در محیط نرم boostingهاي روش . يکديگر ادغام شدند

و الگوريتم جنگل تصادفي در محیط  MATLABافزار 

پیاده سازي شدند. در انتها از ماسک ابر  Rافزار نرم

( به عنوان رفرنس استفاده شده و نتايج با Mod35يس)ماد

 (.2ماسک ابر ماديس مقايسه شد )شکل 

 فلوچارت مراحل انجام تحقیق -2شکل

 
 

 S انتخاب ویژگی با استفاده از معیار  -5-1

اساس میانگین و توان از معیار جدايي پذيري که بر مي

شود ها بین دو کلاس محاسبه ميانحراف معیار ويژگي

(، به منظور انتخاب ويژگي استفاده کرد. در  5ي)رابطه

بین  ivپذيري ويژگي جدايي میزان ijkS( 1ي )رابطه

i,باشد. مي kCو  jCهاي کلاس jm  وi,jσ  به ترتیب

هر  هستند. Cjدر کلاس i میانگین و انحراف معیار ويژگي 

 Sepratabilityگر در نظر گرفته شده مقدار چه توصیف

تري داشته باشد، بدين معني است که دو کلاس مورد بالا

دهد. تشخیص ميها از يکديگر نظر را بهتر از ساير ويژگي
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ها ز زوج کلاسبین هر کدام ا Sي مقدار پارامتر با محاسبه

توان ها به طور جداگانه ميو براي هر کدام از ويژگي

هايي که داراي بیشترين مقدار پارامتر گرمجموعه توصیف

S ها هستند را به عنوان بین هر کدام از زوج کلاس

هاي بهینه انتخاب کرد. به عنوان مثال مقادير ويژگي

بین هر کدام از  NDSIو  NDVIبراي دو ويژگي  Sپارامتر 

  است.آمده 9و  2جداول ها در زوج کلاس

(1) , ,

, ,

, ,

i j i k

i j k

i j i k

m m
S

 





  

 kوj هاي بین کلاس Sبه دلیل يکسان بودن پارامتر 

 9و  2جداول هاي نشان داده شده در ماتريسj و kوکلاس 

هاي بالاي هايي متقارن هستند بنابراين تنها درايهماتريس

اند. به عنوان مثال با توجه به داده شدهقطر اصلي نشان 

بین  Sشود که میزان پارامتر ملاحظه مي 9و 2جداول 

)کلاس ابر و ابر سیروس( براي شاخص  1و 1هاي کلاس

NDSI  براي شاخص  و 96/2مقدارNDVI  82/1برابر با 

در تشخیص اين دو  NDSIباشد بنابراين شاخص مي

بین دو  Sي پارامتر کند. با مقايسهکلاس بهتر عمل مي

در نهايت ويژگي که  ها،ويژگي براي ساير 1و 1کلاس 

شود. اين کار انتخاب مي ،استS داراي بیشترين مقدار 

ها تکرار شده و در نهايت براي ساير جفت کلاس

 Sها که داراي ماکزيمم مقدار پارامتر اي از ويژگيمجموعه

 1جدول  شوند.ها هستند انتخاب ميبین جفت کلاس

هاي انعکاسي و حرارتي انتخاب شده با استفاده از ويژگي

هاي به کار گرفته شده و ساير روش Sهاي معیار روش

شامل الگوريتم ژنتیک، ماتريس کارلیشن و روش بازگشتي 

شود با توجه به اين جدول ملاحظه مي دهد.را نشان مي

هاي که در چهار روش انتخاب ويژگي ذکر شده خروجي

هاي بهینه به دست آمده است. اوتي به عنوان ويژگيمتف

باشد. براي مثال علت اين اختلاف تفاوت در تابع هدف مي

، معیار جدايي پذيري است که Sتابع هدف در روش معیار 

ها براي تعريف آن از میانگین و انحراف معیار ويژگي

شود و يا در الگوريتم ژنتیک تابع هدف میزان استفاده مي

ي رفرنس به با نقشه SVMبندي ي طبقهوافق نتیجهعدم ت

دست آمده از ماسک ابر ماديس در نظر گرفته شد و يا در 

روش بازگشتي با استفاده از معیار اهمیت ويژگي به هر 

اين تفاوت شود. بنابراين ها رنک داده ميمجموعه از ويژگي

هاي متفاوت و در ويژگي انتخابدر تابع هدف منجر به 

شود. مي هدفهاي تفاوت در دقت شناسايي کلاس نتیجه

ي مورد نظر کمک تواند در شناسايي عارضهاين مطلب مي

 کننده باشد.

 NDVI( براي ويژگي Sمعیار جدايي پذيري ) -2جدول

SNDVI,6 SNDVI,1 SNDVI,1 SNDVI,2 SNDVI,9 SNDVI,2 SNDVI,1 NDVI 

2/9399 1/8136 1/2936 1/2182 1/1929 1/1329 1 SNDVI,1 

6/3216 1/1363 1/1126 2/2113 1/1123   SNDVI,2 

1/1362 1/2262 1/113 1/1921    SNDVI,9 

1/6891 2/1396 2/1623     SNDVI,2 

11/8981 2/9823      SNDVI,1 

8/2911       SNDVI,1 

1       SNDVI,6 

 
 NDSI( براي ويژگي Sمعیار جدايي پذيري ) -9جدول

SNDSI,6 SNDSI,1 SNDSI,1 SNDSI,2 SNDSI,9 SNDSI,2 SNDSI,1 NDSI 
1/1196 2/9111 2/313 1/1928 1/8911 1/631 1 SNDSI,1 

9/3613 1/6323 6/9318 1/6899 1/3312   SNDSI,2 

1/2316 1/936 1/1612 1/1113    SNDSI,9 

1/2828 2/1138 9/1193     SNDSI,2 

12/2331 1/9313      SNDSI,1 

6/1926       SNDSI,1 

1       SNDVI,6 
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انتخاب ویژگی با استفاده از الگوریتم  -5-2

 ژنتیک

به منظور انتخاب ويژگي با استفاده از الگوريتم ژنتیک، 

و تابع جهش، گوسین در نظر گرفته  scatteredتابع آمیزش 

شد. تابع جهش گوسین مقداري که از توزيع گوسین با 

شود به هر کدام از میانگین صفر، به صورت رندم انتخاب مي

کند. انحراف معیار اين توزيع هاي والدين اضافه ميمختصات

شود. تعیین مي shrinkو  scaleبا استفاده از دو پارامتر 

برابر با انحراف معیار توزيع در اولین نسل است  scaleپارامتر 

میزان تغییر )افزايش يا کاهش( انحراف  shrinkو پارامتر 

کند. در صورتي که مقدار معیار را در هر نسل تعیین مي

shrink  برابر با يک در نظر گرفته شود، مقدار انحراف معیار

يابد و در تکرار آخر در هر نسل به طور خطي کاهش مي

 (1 ي)رابطه رسددار آن به صفر ميمق

(1) 
1

1
k k

k
shrink

Generations
 


 

 
 
 

 

ي و اندازه 1برابر با  shrinkو   scaleدو پارامتر 

در نظر  111ها برابر با نسل و تعداد 9جمعیت برابر با 

گرفته شد. الگوريتم ژنتیک يک الگوريتم جستجوي 

يابد ي مطلوب دست به نتیجه تصادفي است و براي اين که

کافي بزرگ در نظر گرفته  يبايد فضاي جستجو به اندازه

ها ي جمعیت يا تعداد نسلشود. به همین دلیل بايد اندازه

ها برابر با بالا در نظر گرفته شود که در اين جا تعداد نسل

در نظر گرفته شده و از افزايش تعداد جمعیت به  111

در  1افراددلیل افزايش سرعت الگوريتم اجتناب شد. نوع 

در اين  1تعريف شد. مقدار 2هاي بیتيجمعیت از نوع رشته

به معني  1ها به معني انتخاب ويژگي مورد نظر و رشته

عدم انتخاب آن ويژگي است. طول هر کدام از افراد برابر با 

هاي ورودي به فرايند انتخاب ويژگي در نظر تعداد ويژگي

هاي اي ويژگيي بیتي برگرفته شد. بنابراين طول رشته

هاي حرارتي برابر و در مورد ويژگي 93غیر حرارتي برابر با 

در نظر گرفته شد. تابع هدف در الگوريتم ژنتیک  12با 

بندي به روش ي طبقهبرابر با میزان عدم توافق نتیجه

                                                           
1 individual 

2 bitstring 

SVM  با ماسک ابر ماديس تعريف شد. به منظور

وزشي هاي آمدرصد از داده 91ي تابع هدف ابتدا محاسبه

ي به صورت رندم به عنوان تست انتخاب شده و محاسبه

تست صورت گرفت.  هاي.مقادير تابع هدف روي اين داده

( را در  fiteessنمودار مقادير تابع هدف )میزان 9شکل 

هاي انعکاسي و بندي با ويژگيها در طبقهبرابر تعداد نسل

تابع دهد. نقاط آبي رنگ میانگین مقادير حرارتي نشان مي

هدف در هر جمعیت و نقاط سیاه بهترين مقدار تابع هدف 

دهد. با توجه به شکل مشاهده در نسل کنوني را نشان مي

هاي نهايي در مورد هر دو نمودار مقدار شود در تکرارمي

میانگین تابع هدف برابر با بهترين مقدار شده )انطباق 

در  شود. در واقعنقاط آبي و مشکي( و مسئله همگرا مي

هاي نهايي افراد موجود در جمعیت يکسان خواهند تکرار

بود که با آمیزش اين افراد تکراري دوباره همان افراد ايجاد 

خواهد شد و بهبودي در نتايج از اين مرحله به بعد حاصل 

هاي حرارتي مقدار در نهايت در مورد ويژگي نخواهد شد.

انعکاسي هاي و در مورد ويژگي %11تابع هدف به مقدار 

 رسید. %12به مقدار 

 

 
: اننخاب بالاانتخاب ويژگي با استفاده از الگوريتم ژنتیک؛  -9شکل

 هاي غیر حرارتي: ويژگيپايینهاي حرارتي؛ ويژگي
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انتخاب ویژگی با استفاده از ماتریس  -5-3

 کارلیشن

فرايند انتخاب ويژگي هاي ارزيابي موجود در يکي از تابع
توان معیار وابستگي است. با استفاده از اين معیار مي

ها به هاي اضافي که اطلاعات جديدي در مورد کلاسويژگي
دهند را حذف و افزونگي داده را کاهش داد. در دست نمي

هاي ورودي، ماتريس کارلیشن اين روش ابتدا بین ويژگي
اراي کارلیشن بیش هايي که دمحاسبه شده و سپس ويژگي

هاي انتخابي حذف آستانه هستند از بین ويژگياز مقدار حد
در نظر  61/1آستانه در اين روش برابر با شوند. مقدار حدمي

هاي کارلیشن بخشي از ماتريس 1 و 2گرفته شد. در جداول 
 است.حرارتي و حرارتي نشان داده شدههاي غیربراي ويژگي

هاي شود که ويژگيملاحظه ميبا توجه به اين جداول 
تر از مقدار داراي کارلیشن بالا 1و کنتراست  1وريانس 

باشند بنابراين يکي از اين دو ويژگي از بین آستانه ميحد
هاي شوند. همچنین ويژگيهاي انتخابي حذف ميويژگي

هاي با کارلیشن بالا نیز جزو ويژگي 22و  91میانگین باند 
ر گرفتن هر دو ويژگي ذکر شده ( هستند و در نظ31%)

بندي کننده شده تواند موجب کاهش دقت عملکرد طبقهمي
 و يکي از اين دو ويژگي بايد در نظر گرفته شود.

 هاي انعکاسيبخشي از ماتريس کارلیشن براي ويژگي -2جدول

 
 

 حرارتيهاي بخشي از ماتريس کارلیشن براي ويژگي -1جدول

 
          

انتخاب ویژگی با استفاده از حذف ویژگی  -5-4

 به روش بازگشتی

ها ي ويژگيبندي با استفاده از همهدر اين روش، ابتدا طبقه
انجام شده و براي هر ويژگي يک مقدار اهمیت )رتبه( محاسبه 

ترين ويژگي انجام مهماستفاده از  بندي باشود. سپس طبقهمي
-شود اين کار براي تعدادبندي محاسبه ميشده و دقت طبقه

شود. در نهايت آن ها تکرار ميترين ويژگيهاي مختلف از مهم
بندي ها که داراي بالاترين دقت طبقهترين ويژگيتعداد از مهم

شوند. در اين تحقیق به منظور پیاده سازي هستند، انتخاب مي
بندي الگوريتم جنگل تصادفي در بازگشتي مدل طبقهالگوريتم 

نظر گرفته شده و با استفاده از معیار اهمیت ويژگي، اهمیت هر 
شود. به منظور پیاده سازي اين روش نیز ويژگي محاسبه مي

 Rافزار نرم caretي مانند روش ماتريس کارلیشن از بسته
 crossش بندي با استفاده از رواستفاده شد. دقت مدل طبقه

validation 10-fold اي از محاسبه شده و در انتها زير مجموعه
شوند. دهند، انتخاب ميترين دقت را نتیجه ميها که بالاويژگي
هاي به دست آمده را برحسب مقادير مختلف دقت 2شکل 

ديده  2دهد. همان طور که در شکل ها نشان ميتعداد ويژگي
هاي انعکاسي با استفاده ويژگي شود بالاترين دقت در موردمي
ويژگي  3هاي حرارتي با استفاده از ويژگي و براي ويژگي 12از 

 به دست آمده است.
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های بندی با استفاده از روشطبقه -5-5

 یادگیری جمعی

نوع روش  2همان طور که گفته شد در اين تحقیق از 
boosting  شاملadaboost.M1 ،adaboostSVM ،

logitboost ،totalboost  و الگوريتم جنگل تصادفي به منظور
 با کرنل SVMي بندي کنندهبندي استفاده شد. طبقهطبقه

و  adaboost.M1 ،adaboostSVMگوسین در سه روش 
totalboost در نظر گرفته  1ي پايهبندي کنندهبه عنوان طبقه

روشي پارامتريک  SVMي کنندهشد. از آن جايي که طبقه
هاي مورد نظر بندي پارامتراست نیاز است قبل از انجام طبقه

-SVMبندي با ر طبقهکه بايد د هاييتنطیم شوند. پارامتر

RBF ( تنظیم شوند شامل دو پارامتر هزينهC( و گاما )) 
ها از روش جستجوي پارامتر باشند. به منظور تنظیم اينمي

ي ااستفاده شد. در اين روش با در نظر گرفتن محدوده 2گريد
cross مقاديري که بالاترين دقت  و  Cاز مقادير 

validation  هاي نهايي در دهند به عنوان پارامتررا نتیجه مي
در  Cشوند. جستجوي مقدار بهینه براي پارامتر نظر گرفته مي

انجام و  92تا  2-11از  و براي پارامتر  112تا  2-1ي محدوده
در نظر گرفته شد. در هر تکرار از  1ها برابر با  foldتعداد 
هاي مقادير پارامتر totalboostو  adaboost.M1هاي روش

شوند. به منظور بهینه با روش جستجوي گريد انتخاب مي
در  boostingهاي افزايش سرعت در اجراي الگوريتم

هايي که تعداد دفعات تکرار از پیش قابل تعیین است روش
( تعداد totalboostو   adaboost.M1،logitboostهاي )روش

 در نظر گرفته شد. 9دفعات تکرار برابر با 

 adaboost.M1بندی با استفاده از روش طبقه -5-5-1

در هر تکرار يک زير مجموعه  adaboost.M1در روش 
هاي آموزشي به طور تصادفي انتخاب شده و توزيع از داده

                                                           
1 Base learner 

2 Grid search 

شود که اي بروزرساني ميهاي آموزشي به گونهوزن داده
بندي هاي آموزشي که اشتباه طبقهداده تري بهوزن بیش

هاي الف و ب نقشه 11هاي اند اختصاص يابد. شکلشده
بندي به دست آمده با استفاده از ادغام با اين روش را طبقه

 GAو  Sهاي معیار دهند، که به ترتیب از روشنشان مي
 به منظور انتخاب ويژگي استفاده شده است.

 adaboostSVMبندی با استفاده از روش طبقه -5-5-2

 adaboostSVMهمان طور که توضیح داده شد در روش 
در  σ( ثابت نگه داشته شده و مقدار Cمقدار پارامتر هزينه )

ي شود، به اندازه 1/1تر از بندي بزرگصورتي که خطاي طبقه

scaleσ شود که مقدار يابد و الگوريتم زماني متوقف ميکاهش مي
σ  برابر باminσ  شود. علت توقف الگوريتم درminσ  اين است که

باعث انطباق بیش از حد  σانتخاب مقادير بسیار کوچک براي 
شود. در اين تحقیق هاي آموزشي ميبندي به دادهمدل طبقه

 112برابر با  stSVMadaboo( در روش Cمقدار پارامتر هزينه )

در نظر گرفته شد. از آن جايي که انتخاب مقادير کوچک براي 
بندي شود بايد تواند باعث کاهش دقت طبقهپارامتر هزينه مي

بندي با از انتخاب مقادير کوچک اجتناب شود. براي طبقه
و  initialσ ،minσهاي استفاده از اين روش نیاز به تعیین پارامتر

scaleσ شد. هر چند جواب نهايي وابسته به مقادير باميinitialσ  و

scaleσ باشد، اما در نظر گرفتن نميscaleσ تواند تعداد مناسب مي
تر همگرا شدن دفعات تکرار الگوريتم را کاهش و موجب سريع

) پارامتر  initialσشود. در اين تحقیق مقدار  minσبه  initialσمقدار 
سیگماي کرنل گوسین در تکرار اول( برابر با شعاع پراکندگي 

) پارامتر  minσها و مقدار هاي آموزشي در فضاي ويژگيداده
 سیگماي کرنل گوسین در تکرار آخر( برابر با میانگین مقادير

ي آموزشي در نظر گرفته ترين فاصله بین هر دو دادهکم
بندي به دست هاي طبقهنقشهج و د  11هاي . شکل]21[شدند

دهند، که در آمده با استفاده از ادغام با اين روش را نشان مي
به منظور  GAو  Sهاي معیار ها، به ترتیب از روشاين شکل

 انتخاب ويژگي استفاده شده است.

 
 هاي حرارتي.هاي غیر حرارتي؛ چپ: ويژگيانتخاب ويژگي با استفاده از حذف ويژگي به روش بازگشتي؛ راست: ويژگي -2شکل
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 logitboostبندی با استفاده از روش طبقه -5-5-3

هر همان طور که گفته شد در روش لاجیت بوست در 
( هر کلاس يک مدل برازش داده zj) تکرار به مقادير پاسخ

هاي برازش داده شده به هر کلاس، در هر تکرار، شود. مدلمي
شوند و از مقدار به دست آمده به منظور به با يکديگر جمع مي

روز رساني احتمال تعلق هر پیکسل به هر کلاس استفاده 
ه از مقادير احتمال شود و دوباره در تکرار بعد با استفادمي

شود. محاسبه شده و اين فرايند تکرار مي jzجديد مقدار 
خروجي اين روش به صورت مقادير احتمال است. در اين 
تحقیق به منظور برازش مدل به هر کلاس در هر تکرار، از يک 

هاي ورودي با ترم ثابت، استفاده شد. مدل خطي از ويژگي
ها( با استفاده از الگوريتم هاي مدل )تعداد ويژگيتعداد ترم

هاي انعکاسي و حرارتي بهینه شدند. تابع ژنتیک براي ويژگي
باشد با اين تفاوت که به جاي ها ميهدف مشابه ساير روش

 استفاده شد.  logit boostاز روش  SVMي بندي کنندهطبقه

 totalboostبندی با استفاده از روش طبقه -5-5-4

 totalboostهمان طور که توضیح داده شد، در روش 
اي به روز هاي آموزشي به گونهدر هر تکرار وزن داده

شوند که مقدار آنتروپي نسبي نسبت به توزيع رساني مي
ي بهینه هاي آموزشي مینیمم شود. اين مسئلهي دادهاولیه

مقید حل  سازي درجه دوروش برنامه سازي با استفاده از
مجموعه مقادير اضافه  -1داراي دو قید است:  و شودمي

هاي آموزشي برابر با صفر شده به وزن هر کدام از داده
)میانگین وزن دار مقادير  ها edgeمقادير  -2شود. 
تر هاي قبل کوچکها( در تکرار فعلي و تکرارحاشیه

( v)اختلاف پارامتر دقت ) v q=1,…,t-)qmin(γمساوي با 
تکرار قبل( شود. به منظور  tها در  edgeاز مینیمم مقادير 

نظر گرفته شد.  12/1( برابر با vسازي پارامتر دقت )پیاده
بندي حاصل از ادغام با استفاده ي طبقهب نقشه 12شکل 

 دهد.از اين روش را نشان مي
 

 (، ماتريس کارلیشن و روش بازگشتيGA، الگوريتم ژنتیک )Sهاي انعکاسي و حرارتي انتخاب شده با استفاده از روشهاي معیار ويژگي -1جدول

 روش انتخاب ويژگي
 هاي حرارتيويژگي هاي انعکاسيويژگي

 هاي طیفيويژگي هاي بافتويژگي هاي طیفيويژگي هاي بافتويژگي

 Sمعیار 

 1میانگین باند 

 2شباهت باند عدم 

 2آنتروپي باند

 2گشتاور دوم باند 

 1انعکاس باند 

 8انعکاس باند 

 8میانگین انعکاس باند 

 21انعکاس باند 

NDSI نسبت انعکاس ،

 2به باند  1باند 

 91میانگین باند 

 91و92دماي باند 

BT99-BT91 

BT91-BT21 

BT21-BT92 

BT22-BT92 

GA :نزديکي  )تابع هدف

به SVM   بنديطبقه

MOD35) 

 1وريانس باند 

 1همگني باند

 1آنتروپي باند

 .2میانگین باند

 

به  1نسبت انعکاس باند 

 NDSI، 2باند 

 

، 91عدم شباهت باند 

، وابستگي 92میانگین باند 

 92، میانگین باند 21باند

 91دماي باند 

BT99-BT91 

BT91-BT21 

BT21-BT92 

 

GA  تابع هدف: نزديکي(

  logitboost  بنديطبقه

 (MOD35به 

، 2، میانگین 1وريانس 

 21، میانگین 8کنتراست 
NDSI 

، میانگین 21کارلیشن 

، 22، گشتاور دوم 22

 .92، میانگین 91میانگین 

BT22-BT9 

BT92-BT91 

 ماتريس کارلیشن

، عدم 2، کنتراست1وابستگي 

، گشتاور مرتبه دوم 2شباهت

، 8، وريانس 2، وابستگي 2

، 21میانگین ، 8وابستگي 

 21و وابستگي  21وريانس 

، نسبت انعکاس 21انعکاس 

و NDVI،2به  1باند 
NDSI 

، میانگین 21وابستگي 

، گشتاور مرتبه دوم 22

 91، عدم شباهت 22

و  91، 22، 21دماي باند 

91 

BT21-BT92 

BT91-BT21 

BT91- BT92 

 

 روش بازگشتي

، 1، میانگین 8، میانگین 

 ،21، میانگین 2میانگین 

 1آنتروپي 

 ،2، انعکاس 8انعکاس باند
، 21، انعکاس 1انعکاس 

NDSI ،NDVI،  نسبت

 2به  1 انعکاس باند

، 22، میانگین 92میانگین 

، عدم شباهت 91میانگین 

91 

 92دماي باند 

BT99-BT91 

BT21-BT92 

BT91-BT21 

BT91- BT92 
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 RFبندی با استفاده از الگوریتم طبقه -5-5-5

بندي با الگوريتم جنگل دو پارامتر بايد پیش از طبقه

هاي ها و تعداد ويژگيتصادفي تعیین شوند. تعداد درخت

در اکثر مطالعات پیشین گزارش انتخاب شده در هر گره. 

درخت به پايداري  111شده است که خطا قبل از 

مقدار براي تعداد  رسد. همچنین در اين تحقیقات دومي

هاي انتخاب شده در هر گره در نظر گرفته شده ويژگي

مجذور تعداد  -2هاي ورودي کل تعداد ويژگي -1است: 

ها. مورد اول باعث افزايش زمان اجراي الگوريتم کل ويژگي

هاي انتخاب شده در هر گره شود، بنابراين تعداد ويژگيمي

-ها )مقدار پیشويژگي برابر با جذر تعداد کلدر اين مقاله 

  .]91 [( در نظر گرفته شدRفرض در 

بندي حاصل از هاي طبقهج و د  نقشه 12هاي شکل

در صورتي که به ترتیب، از RF ادغام با استفاده از روش 

به منظور انتخاب ويژگي استفاده  GAو  Sروش معیار 

الف و ب  19دهند. همچنین شکل شده باشد را نشان مي

باشند، که از بندي مربوط به اين روش ميبقههاي طنقشه

و ماتريس کارلیشن به منظور  RFEهاي به ترتیب از روش

 انتخاب ويژگي استفاده شده باشد.

 ارزیابی نتایج -5-6

بندي از هاي مختلف طبقهي روشبه منظور مقايسه

به دست  1کاپاي هر کلاس که از ماتريس ابهام  نظر دقت

است. همچنین میزان توافق نتايج شدهآيند، استفاده مي

ي مرجع به دست هاي ابري با نقشهبندي در قسمتطبقه

 ( محاسبه شد.MOD35آمده از ماسک ابر ماديس )

های یادگیری جمعی ارزیابی عملکرد روش -5-6-1

های ابر، برف/یخ و سیروس با در شناسایی پیکسل

 توجه به روش انتخاب ویژگی

هاي يادگیري جمعي با روشدر اين قسمت عملکرد 

هاي ابر، برف/يخ هاي مربوط به هر يک از کلاستوجه شاخص

کننده و کاربري و ضريب کاپاي هاي تولیدو سیروس )دقت

، الگوريتم Sهاي معیار هر کلاس( در حالتي که از روش

 (، ماتريس کارلیشن و حذف ويژگي به روشGAژنتیک )

                                                           
1 Confusion matrix 

استفاده شده باشد، با  ( براي انتخاب ويژگيRFEبازگشتي  )

هاي اند. به منظور بررسي عملکرد روشيکديگر مقايسه شده

مختلف انتخاب ويژگي و يادگیري جمعي در شناسايي 

هاي هاي ابري، برف/يخ و سیروس نیاز به بررسي دقتپیکسل

باشد. همان طور تولید کننده، کاربري و کاپاي هر کلاس مي

ي ه طور کلي همهشود، بمشاهده مي 8که در جدول 

ي بالايي هاي تولید کنندههاي يادگیري جمعي به دقتروش

در شناسايي کلاس ابر دست يافتند و به استثناي روش 

totalboost-GA ي ها نیز دقت تولید کنندهي روشبراي همه

هاي سیروس به دست آمده است. بالايي در شناسايي ابر

هاي کاربري ابر به دست آمده در حالتي که از روش دقت

در الگوريتم جنگل تصادفي به  RFEماتريس کارلیشن و 

و  %111منظور انتخاب ويژگي استفاده شده، به ترتیب مقادير 

هاي به دست آمد که نسبت به مقادير مشابه براي روش 33%

تري است. (، مقادير بالاGAو الگوريتم ژنتیک ) Sمعیار 

صرف  boostingهاي شود که اکثر روشنین ملاحظه ميهمچ

نظر از اين که از چه روشي براي انتخاب ويژگي استفاده شود، 

تري نسبت به الگوريتم ي برف/يخ بالاهاي تولید کنندهدقت 

 جنگل تصادفي نتیجه دادند. 

ايجاد توازن بین تعداد   boostingهاياز مزاياي روش

ها در صورتي است که تعداد هاي آموزشي کلاسداده

هاي هاي آموزشي يک کلاس اختلاف زيادي با تعداد دادهداده

هاي ديگر داشته باشد، اين امر با اختصاص آموزشي کلاس

هاي هاي آموزشي مربوط به کلاس با دادهتر به دادهوزن بیش

هاي بندي نادرست دادهتر، در صورت طبقهآموزشي کم

 6شود. با توجه به جدول يآموزشي آن کلاس میسر م

هاي هاي آموزشي پیکسلشود که تعداد دادهمشاهده مي

تر است، در نتیجه در ها کمبرف/يخ نسبت به ساير کلاس

هاي هاي برف/يخ در روشبندي اشتباه پیکسلصورت طبقه

boosting هاي آموزشي مربوطه که تري به دادهوزن بیش

هاي يابد و در تکرارمي اند اختصاصبندي شدهاشتباه طبقه

ي شود که دادهاي تنظیم ميبندي به گونهبعدي مدل طبقه

آموزشي مورد نظر، در کلاس صحیح قرار گیرد. ولي در 

چنین قابلیتي وجود ندارد، در نتیجه دقت  RFالگوريتم 

هاي برف/يخ با استفاده از تري براي پیکسلي کمکنندهتولید

 به دست آمده است.  RFروش 

هاي کاربري ابر سیروس دقت boostingهاي در روش

هاي الگوريتم جنگل تري نسبت به اکثر حالتنسبتا بالا

هاي تصادفي به دست آمده است. همچنین حذف ويژگي
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باعث بهبود دقت RF در  61/1داراي وابستگي بیش از 

هايي که ي روشاست. با مقايسههاي سیروس شدهکاربري ابر

اند، ژنتیک براي انتخاب ويژگي استفاده کردهاز الگوريتم  

اند به توانسته RF ها مانند شود که برخي از روشملاحظه مي

هاي برف/يخ دست دقت کاربري بالايي در شناسايي پیکسل

تري را در دقت بسیار پايین logit boost-GAيابند و روش 

ها نشان هاي برف/يخ نسبت به اين روششناسايي پیکسل

و نتوانسته است هیچ پیکسل برف/يخ را در تصوير داده 

هاي موجود در شناسايي کند. علت اين تفاوت به محدوديت

هاي پايه بندي کنندهشود، طبقهمربوط مي logit boostروش 

باشد، مي  boosting SVMهاي در هر تکرار، در ساير روش

از بندي با استفاده مدل طبقه logit boostولي در الگوريتم 

آيد که برازش يک مدل خطي در هر تکرار به دست مي

تري داراي پیچیدگي کم SVMي بندي کنندهنسبت به طبقه

ي بندي کنندهکه از طبقهboosting هاي از بین روش است.

 adaboost.M1-GAکنند، روش استفاده مي SVMي پايه

تري را در کننده و کاربري بالاهاي تولیدمیانگین دقت

هاي دهد و روشهاي برف/يخ نشان ميايي پیکسلشناس

adaboostSVM-GA  وtotalboost-GA  مقادير مشابهي را

، روش RFهاي مختلف روش دهند.در میان حالتنشان مي

RF-S کننده و کاربري را در ترين میانگین دقت تولیدپايین

 دهد.هاي برف/يخ، نشان ميشناسايي پیکسل

کاپا براي کلاس ابر ملاحظه  ي مقدار ضريببا مقايسه 

تر مقدار ضريب کاپا بالا boostingهاي شود که در روشمي

ي قدرت به دست آمده است که نشان دهنده 39/1از 

هاي ابري در شناسايي پیکسل boostingهاي بالاي روش

بسته به نوع روش انتخاب  RF(. در روش 8است )شکل 

 1تا  11/1ر بین ويژگي، مقدار ضريب کاپا براي کلاس اب

هاي متغیر بوده است. انتخاب ويژگي با استفاده از روش

ماتريس کارلیشن و بازگشتي، منجر به افزايش ضريب کاپا 

 Sمعیار  و GAهاي به حداکثر مقدار خود شده است. روش

در صورت ثابت بودن روش ادغام، مقادير کاپاي تقريبا 

 مشابهي براي کلاس ابر نتیجه دادند.

ترين ضريب شود که بالامشاهده مي 8جه به شکل با تو

مربوط به روش  boostingهاي کاپاي کلاس برف/يخ در روش

adaboostSVM-S  و در روشRF  مربوط به روش ماتريس

ترين ضريب کاپاي کلاس برف/يخ در باشد. پايینکارلیشن مي

 SVM يي پايهبندي کنندهکه از طبقه boostingهاي روش
طور که در مورد دقت کاربري مشاهده  همان، کنندمياستفاده 

مربوط  RFو در الگوريتم  totalboost-GAشد، مربوط به روش 

براي انتخاب ويژگي استفاده  Sبه حالتي است که از روش معیار 

همان طور که در مورد دقت  logit boostشده است. روش 

ايي کاربري ذکر شد، نتوانست پیکسل برف/يخ در تصوير شناس

هاي شود. ساير حالتکند و ضريب کاپا براي آن تعريف نمي

ضريب کاپاي کلاس برف/يخ را به  RFو  boostingهاي روش

دهند. با تغییر روش نتیجه مي 2/1-1/1و  1/1-6/1ترتیب بین 

به روش الگوريتم ژنتیک در روش  Sانتخاب ويژگي از معیار 

adaboostSVM کاپاي  شود که مقدار ضريبملاحظه مي

کاهش يافت که دو برابر مقدار مشابه براي  %18برف/يخ  کلاس

ي است. اين موضوع نشان دهندهadaboost.M1 روش 

نسبت به روش انتخاب  adaboostSVMحساسیت بالاي روش 

همان طور که در مورد  adaboostSVMروش  ويژگي است.

(، حساسیت 8شود )شکل کلاس سیروس هم ديده مي

هاي ورودي به ويژگي adaboost.M1به روش تري نسبت بیش

با    adaboostSVMدر روش minσو  iniσدارد. دو پارامتر 

هاي آموزشي در فضاي ويژگي استفاده از شعاع پراکندگي داده

به مقدار  adaboostSVMشوند و وابستگي روش تعیین مي

minσ هاي ورودي، تر اين روش به ويژگيباعث حساسیت بیش

 شود.مي adaboost.M1نسبت به 

ضريب کاپاي به دست آمده براي کلاس سیروس براي 

، 8هاي يادگیري جمعي آورده شده در جدول اکثر روش

دهد که به معني قابلیت را نشان مي 8/1تر از مقداري بالا

هاي سیروس است ها در شناسايي پیکسلبالاي اين روش

ده شده در هاي انتخاب ويژگي استفا(. از بین روش8)شکل 

RFتري براي ، روش ماتريس کارلیشن، ضريب کاپاي بزرگ

هاي انتخاب ويژگي کلاس سیروس نسبت به ساير روش

ي قابل توجه در مورد کلاس سیروس نتیجه داده است. نکته

هاي کاربري مربوط به انتخاب ترين دقتاين است که کم

 باشد، در صورتي که بهمي GAويژگي با استفاده از روش 

هاي انتخابي در الگوريتم ژنتیک توجه شود، مشاهده ويژگي

هاي به کار رفته در ماسک ابر شود که هیچ يک از ويژگيمي

هاي سیروس مورد استفاده ماديس که براي شناسايي پیکسل

اند. در نتیجه دقت کاربري به گیرند، انتخاب نشدهقرار مي

 RFو  adaboost.M1 ،adaboostSVMدست آمده براي روش 

استفاده شده، به ترتیب  Sنسبت به حالتي که از روش معیار 

 کاهش داشته است. %1و 2%،1%
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 هاي انتخاب ويژگي مختلفبا روش RFو الگوريتم  boostingهاي مقادير دقت تولید کننده و کاربري براي انواع مختلف روش -8جدول

 روش
برچسب 

 کلاس
 دقت کاربري دقت تولید کننده کلاس

Adaboost.M1-S 

 %33 %111 ابر 1

 %12 %18 برف/يخ 9

 %39 %39 ابر سیروس 1

Adaboost.M1-GA 

 %36 %33 ابر 1

 %11 %11 برف/يخ 9

 %32 %36 ابر سیروس 1

adaboostSVM-S 

 %31 %111 ابر 1

 %16 %11 برف/يخ 9

 %32 %31 ابر سیروس 1

AdaboostSVM-GA 

 %38 %33 ابر 1

 %11 %22 برف/يخ 9

 %88 %111 ابر سیروس 1

Logitboost-GA 

 %38 %18 ابر 1

 - 1 برف/يخ 9

 %36 %88 ابر سیروس 1

Totalboost-GA 

 %32 %33 ابر 1

 %26 %16 برف/يخ 9

 %39 %16 ابر سیروس 1

RF-GA 

 %61 %33 ابر 1

 %16 %99 برف/يخ 9

 %81 %36 ابر سیروس 1

RF-RFE 

 %33 %111 ابر 1

 %22 %99 برف/يخ 2

 %86 %32 ابر سیروس 1

RF-S 

 %61 %33 ابر 1

 %18 %22 برف/يخ 9

 %81 %111 ابر سیروس 1

RF-correlation 

matrix 

 %111 %111 ابر 1

 %111 %23 برف/يخ 9

 %31 %111 ابر سیروس 1

 هاي تستهاي آموزشي و دادهتعداد نمونه -6جدول

 هاي تست)پیکسل(تعداد داده هاي آموزشي)پیکسل(تعداد داده نام کلاس شماره کلاس

 113 388 ابر 1

 12 112 برف/يخ 9

 11 111 ابر سیروس 1
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 RF و boostingهاي  ابر، برف/يخ و سیروس با توجه به روش انتخاب ويژگي در انواع مختلف مقادير ضريب کاپاي کلاس -8شکل

 

های مختلف انتخاب ویژگی ی روشمقایسه -5-6-2

 ی مرجعاز نظر میزان نزدیکی با نقشه

هاي زيادي استفاده شده از ماسک ابر ماديس در کاربرد 
به منظور راستي آزمايي  MOD35است. برخي از محققین از 

بنابراين در  .]9[اندهاي پیشنهادي خود استفاده کردهروش
اين تحقیق از ماسک ابر ماديس به عنوان مرجع استفاده شد. 

باند از تصاوير ماديس به منظور  13ماسک ابر ماديس از 
 کند. با استفاده از اينها استفاده ميبررسي ابري بودن پیکسل

هاي انعکاسي، دما و اختلاف دما ها مقادير انعکاس، نسبتباند
شود. نتايج تعريف مي آستانهها حدر روي آنمحاسبه شده و ب

(، clearسطح اطمینان، بدون ابر) 2ها را به ها پیکسلبررسي
 probably(، احتمالا ابري )probably clearاحتمالا بدون ابر)

cloud(و ابري )cloudy28کند. اين محصول از (، تقسیم مي 
ورد بیت تشکیل شده است که در آن علاوه بر اطلاعات در م

موانع سطح، ساير اطلاعات کمکي که براي به دست آوردن 
هاي ابري مورد نیاز است، فراهم شده است. همچنین پیکسل

هاي طیفي است که براي به دست آوردن سطوح شامل تست
فرايند استخراج  3ها استفاده شده است. شکل اطمینان از آن

بندي ههاي طبقي مرجع که قابلیت مقايسه با نقشهيک نقشه
هاي يادگیري جمعي را داشته باشد، به دست آمده از روش

ي مرجع به دست آمده از نقشه 11شکل  دهد.نشان مي
 دهد.ماسک ابر ماديس را نشان مي

هاي ذکر شده در جدول درصد توافق روش 3در جدول 
با توجه به جدول  با ماسک ابر ماديس آورده شده است. 8

تري در صحت بالا RFهاي شود که روشملاحظه مي
ها( در مقايسه با شناسايي ابر )ابر سیروس و ساير ابر

همان  RF-RFEدهند. روش نتیجه مي boostingهاي روش
هاي تست دقت کاربري و ضريب کاپاي طور که بر روي داده

ي مرجع در با نقشه %61بالايي نتیجه داد، به درصد توافق 
ن درصد توافق مربوط به تريهاي ابري رسید. پايینقسمت
باشد. با تغییر روش انتخاب ويژگي مي logitboost-GAروش 

 GAبه روش  Sاز معیار  adaboostSVMو  adaboost.M1در 
 .درصد بهبود يافته است 2صحت شناسايي نواحي ابري 

 نتیجه گیری و پیشنهادات -6

در اين تحقیق هدف شناسايي روش انتخاب ويژگي 
هاي انعکاسي و حرارتي بندي کنندهبقهمناسب در ادغام ط

هاي ابر، برف/يخ و سیروس بود. به منظور شناسايي پیکسل
صرف نظر از روش انتخاب ويژگي،  boostingهاي اکثر روش

هاي تولید کننده و کاربري بالايي در شناسايي دقت
هاي ابري و سیروس به دست آوردند. حذف پیکسل
باعث افزايش دقت  RFهاي افزونه در الگوريتم ويژگي

هاي ابري شد. همچنین مقادير ضريب کاربري پیکسل
کلاس، با استفاده از حذف  9کاپاي به دست آمده براي هر 

هاي انتخاب ويژگي هاي افزونه نسبت به ساير روشويژگي
بهبود يافت. بنابراين روش ماتريس کارلیشن عملکرد  RFدر 

 ها داشته است.ساير روش بهتري نسبت به
هاي همان طور که گفته شد، يکي از مزاياي روش

boosting هاي ها با تعداد دادهايجاد توازن بین کلاس
هاي آموزشي يک آموزشي متفاوت است. در صورتي که داده

تر باشد، اين اختلاف با هاي ديگر کمکلاس نسبت به کلاس
هاي آموزشي مربوط به تر براي دادهر گرفتن وزن بیشدر نظ

شود. در تر جبران ميهاي آموزشي کمکلاس با تعداد داده
 باشد، وزن SVM ي پايهبندي کنندهحالت خاص که طبقه

شود که با ( ضرب ميCي آموزشي در پارامتر هزينه )داده
ي آموزشي در ساخت مدلافزايش وزن، تاثیر آن داده

0

0.2

0.4

0.6

0.8

1

ابر یخ/برف سیروس
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يابد. همان طور که در مورد بندي افزايش ميطبقه
هاي برف/يخ مشاهده شد، اين قابلیت باعث افزايش پیکسل

هاي برف/يخ در ي پیکسلکنندهمیانگین دقت تولید
 شد.  RFنسبت به روش boostingهاي روش

به  adaboostSVMهمان طور که ديده شد، روش 
دي هاي وروبه ويژگي minσدلیل وابستگي پارامتر 

در  adaboost.M1تري نسبت به روش حساسیت بیش
هاي برف/يخ و سیروس نسبت به شناسايي پیکسل

 هاي ورودي نشان داد.ويژگي
صرف نظر از  boostingهاي نسبت به روش RFالگوريتم 

تري با ماسک ابر ماديس روش انتخاب ويژگي، توافق بیش
انتخابي در هاي حرارتي و انعکاسي هر چند ويژگي نشان داد.

-هاي مفید براي شناسايي ابرالگوريتم ژنتیک شامل ويژگي

-ي طبقههاي سیروس نبودند، به دلیل نزديکي بالاي نقشه

هاي ابري بندي به دست آمده در اين روش، در ساير قسمت
ي مرجع، اين موضوع بر روي میزان توافق تاثیر با نقشه

ترين میزان بالا adaboostSVM-GAچنداني نداشته و روش 

-نتیجه داد. از بین روش boostingهاي توافق را از بین روش

روش حذف  RFهاي انتخاب ويژگي به کار برده شده در 
ترين میزان توانست بالا (RFEويژگي به روش بازگشتي )

به خود اختصاص  boostingو  RFهاي توافق را در بین روش
، Sمعیار  هايهاي انتخاب ويژگي، روشدهد. از بین روش

GAماتريس کارلیشن و ،RFE  11و  1، 1، 11به ترتیب 
هاي به کار گرفته شده در ماسک ابر ماديس ويژگي از ويژگي

ترين تعداد که بیش RFEرا انتخاب کردند. بنابراين روش 
ترين هاي مشترک با ماسک ابر ماديس را دارد، بیشويژگي

 نزديکي با ماسک ابر ماديس را به دست آورد.
هاي آموزشي به صورت از داده %11در اين تحقیق 
-ي تست انتخاب شدند، افزايش دادهرندم به عنوان داده

تواند روي نتايج نهايي تاثیر گذار باشد. هاي تست مي
هاي توان علاوه بر بررسي عملکرد روشهمچنین مي

مختلف انتخاب ويژگي، اثر تغییر نوع ويژگي ورودي )بافتي 
 نتايج نهايي مورد بررسي قرار گیرد.يا طیفي( روي 

 

 
 (MOD35ي مرجع با استفاده از ماسک ابر ماديس )مراحل ايجاد نقشه -3شکل

 MOD35 ي مرجع به دست آمده ازهاي يادگیري جمعي با توجه به روش انتخاب ويژگي با نقشهدرصد توافق روش -3جدول

 ي مرجعهاي ابري با نقشهدرصد توافق در قسمت انتخاب ويژگي بندي وطبقه روش

Adaboost.M1-S 16% 

Adaboost.M1-GA 13% 

AdaboostSVM-S 13% 

Adaboost.SVM-GA 61% 

Totalboost-GA 19% 

Logitboost-GA 22% 

RF-GA 61% 

RF-RFE 61% 

RF-S %61 

RF-correlation matrix 62% 
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 (MOD35ی مرجع به دست آمده با استفاده از ماسک ابر مادیس )نقشه -01شکل

 
؛ ج: adaboost.M1-GA؛ ب: adaboost.M1-S؛ الف: adaboostSVMو  adaboost.M1های بندی با استفاده از روشطبقه -00شکل

adaboostSVM-S :؛ دadaboostSVM-GA 

 

 
؛ ج: totalboost-GA؛ ب:  logit boost-GAالف:  و الگوریتم جنگل تصادفی؛ logit boost، totalboostهای بندی با استفاده از روشطبقه -02شکل

RF-S :؛ دRF-GA 
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  .RF-correlation matrix؛ ب:  RF-RFEالف:  بندی با استفاده از الگوریتم جنگل تصادفی؛طبقه -01شکل
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