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(6931 تیر، تاريخ تصويب 6931 ارديبهشت)تاريخ دريافت 

چکیده

ها جهت مطالعه دقیق فراطیفي با اطلاعات طیفي فراوان، استفاده از اين داده هايهاي فناوري سنجش از دور و تولید دادهبا پیشرفت

هاي سطح زمین در ها به سرعت در حال گسترش است. تصاوير فراطیفي به دلیل نمايش گسترده خصوصیات طیفي عوارض و پديدهپديده

هاي پوشش بندي آنها و تولید نقشهي تصاوير فراطیفي، طبقهاند. يکي از مهمترين کاربردهابسیاري از علوم زمین مورد توجه قرار گرفته

گاوسي به  آمیخته بندي بدون نظارت، استفاده از مدلهاي گوناگون طبقهدر بین روش هاي واقعیت زمیني است.زمیني بدون نیاز به داده

گرفته است. مهمترين بخش يک مدل برآورد پارامترهاي هاي فراطیفي، مورد توجه قرار بندي دادهدلیل عملکرد بهتر و دقت بالا در خوشه

ها ي گاوسي ارائه شده است. يکي از پرکاربردترين اين روشتي به منظور تخمین پارامترهاي مدل آمیختهوهاي متفاآن است. تاکنون روش

 و دقت کلي قابل قبول، از مشکل دقت باشد. اين الگوريتم علیرغم سرعت بالاسازي ميبیشینه-هاي اخیر، الگوريتم امید رياضيدر سال

کند. در اين پژوهش نويسندگان با برد که اين مشکل در مناطق شهري نمود پیدا ميبندي مناطق با وسعت پايین رنج ميپايین در طبقه

عوارض کوچک دارند. از  گیر گیبز علاوه بر تلاش براي بالابردن دقت کلي، سعي در فائق آمدن بر مشکل برخورد بامعرفي الگوريتم نمونه

بندي به علت همبستگي بالاي بین باندها و همچنین افزايش زمان طرف ديگر، استفاده از تمام باندهاي تصوير فراطیفي در فرآيند طبقه

است. در  بنديهاي کاهش ابعاد به منظور بهبود دقت طبقهگردد. يکي از راهکارهاي رفع اين مشکل، استفاده از روشمحاسبات توصیه نمي

هاي استفاده شد. به منظور مقايسه و ارزيابي صحت روش هاي اصلي و نگاشت تصادفيهاي کاهش ابعاد آنالیز مولفهاين پژوهش از روش

سازي شده مورد استفاده شبیه و يک داده Salinasو  Pavia Universityپیشنهادي در اين پژوهش، دو داده فراطیفي واقعي شناخته شده 

سازي بیشینه-گیر گیبز نسبت به الگوريتم امید رياضيفت. نتايج آزمايشات صورت گرفته نشان از برتري به کارگیري الگوريتم نمونهقرار گر

بندي عوارض کوچک دارد. به منظور تخمین پارامترهاي مدل آمیخته گاوسي و همچنین دقت بالاتر اين الگوريتم در طبقه

گیر گیبز، کاهش ابعادمدل آمیخته گاوسي، نمونه تصاوير فراطیفي،بندي، طبقه واژگان کلیدی:

نويسنده رابط *
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مقدمه -1

هاي پژوهشي که سالهاست توجه يکي از زمینه

هاي مختلف را به خود جلب کرده است محققین رشته

بندي اطلاعات است. اين موضوع تحقیقاتي با ورود طبقه

ها، ذهن محققین سنجش از دور را نیز به ماهوارهعصر 

خود معطوف نموده و يکي از موضوعات مهم و اساسي در 

اين حوزه است. با ورود تصاوير فراطیفي و حجم بالاي 

هايي که علاوه بر اطلاعات موجود در آنها، نیاز به الگوريتم

بندي با سرعت بیشتري دقت بالا، قادر به حل مسائل طبقه

 شود.، احساس ميباشند

بندي هاي متنوعي به منظور طبقهتاکنون الگوريتم

تصاوير سنجش از دوري ارائه شده است. يکي از اين 

هاي با بندي دادهها که به تازگي در زمینه خوشهالگوريتم

  6ي گاوسيبعد بالا به کار گرفته شده است مدل آمیخته

-ورد داده.  پس از نتايج خوبي که اين روش در م]6[است 

هاي با حجم زياد ارائه نمود، محققین سنجش از دوري در 

  .]2[پي بررسي اين روش در مورد تصاوير فراطیفي برآمدند 

مدل آمیخته گاوسي زيرمجموعه و يکي از پرکاربردترين 

ي متناهي است. مدل آمیخته 2هاي آمیخته متناهيمدل

. از ]9 [و ]2[اولین بار در قرن نوزدهم وارد ادبیات آمار شد،

توان به مدل آمیخته جمله مدلهاي آمیخته متناهي مي

بندي اسناد در امر بازيابي اطلاعات و پوآسنُ براي گروه

ي تحلیل متون و براهمچنین مدل آمیخته فیشر 

هاي ژنتیکي اشاره کرد. مشهورترين مدل آمیختهآزمايش

 جا که. از آن]1[و  ]4[متناهي، مدل آمیخته گاوسي است،

مهمترين بخش يک مدل برآورد پارامترهاي آن است، 

هاي مختلفي براي برآورد پارامترهاي مدل آمیخته روش

براي  6934در سال  Pearsonارائه شده است. به اين منظور، 

هايي که نسبت طول پیشاني به طول برازش مدل به داده

خرچنگ را بیان میداشتند و توسط ولدن در  6111بدن 

آوري شده بودند، از مدل آمیخته گاوسي جمع 6932سال 

براي برآورد  Pearsonروشي که  .]1[تک متغیره استفاده کرد 

هاي گشتاوري پارامترهاي مدل در نظر گرفته، براي داده

چند متغیره، نیاز به محاسبات زيادي دارد که در عمل 

 کاربرد چنداني نخواهد داشت. بدين منظور از روش بیشینه

شود. ايي براي برآورد پارامترهاي مدل استفاده مينمدرست

1 Gaussian Mixture Model (GMM) 
2 Finite Mixture Model 

اين برآوردگر تحت برقراري شرايط نظم کاراتر از برآوردگر 

 .]7[گشتاوري است 

Dempster  الگوريتم امید  6337و همکاران در سال

وشي سازي را ارائه دادند. اين الگوريتم ربیشینه-رياضي

ست، ه درستنمايي اي برآوردگر بیشینبراي محاسبه

هاي هنگامي که داده گمشده وجود داشته باشد يا روش

. از ]9[سازي با شکست مواجه شوند ي بهینهساده

سازي بیشینه-مهمترين کاربردهاي الگوريتم امید رياضي

برآورد پارامترهاي مدل آمیخته گاوسي است. براي يافتن 

پارامترهاي مدل آمیخته گاوسي در اين روش علاوه بر 

هدات، از متغیر تصادفي برنوليمجموعه مشا
i

Zاستفاده

شود. بهمي
i

Zپنهان گفته مي9متغیر شود. بهيا برچسب

تر با متناظر کردن يک برچسب به مشاهده عبارت ساده

i
x  توان نشان داد که اين مشاهده به کدام زير جامعه مي

 . ]6[تعلق دارد 

Berge  پیشنهاد کردند براي  2111و همکاران در سال

بندي با تعداد کوچکتري هاي گاوسین در طبقهنمايش مولفه

ها اجازه به هاي مولفهاز پارامترها، به تعدادي يا همه توزيع

[. در اين 3شود ]داده  4اشتراک گذاشتن ساختارهاي ويژه

)از پايین به بالا( براي  تحقیق يک الگوريتم داده مبنا

جستجوي پارامترهاي اشتراک مدل، توسعه داده شد. اين 

روش روي يک منطقه انبوه درخت و دو منطقه شهري اجرا 

ي عملکرد بهتر اين روش نسبت به دهندهشد و نتايج، نشان

 بندي قديمي است. هاي طبقهروش

 2117و همکاران در سال   Reddyقي ديگر، در تحقی

ضمن بررسي روش مدل آمیخته گاوسي با استفاده از  ]61[

، به معرفي روش مدل  سازيبیشینه-الگوريتم امید رياضي

يافته براي تصاويري که شدت درجه آمیخته گاوسي تعمیم

ها غیر گاوسي هستند، پرداختند. آنها علاوه بر خاکستري

 K-Meansاز الگوريتم  سازيبیشینه-رياضيالگوريتم امید 

هاي اولیه براي بدست آوردن تعداد مناطق و تخمین

 پارامترهاي مدل استفاده کردند.

LI Bo  الگوريتمي براي  ]66[ 2161نیز در سال

هاي آمیخته و تخمین پارامترهاي مدل انتخاب تعداد مولفه

نتخاب آمیخته گاوسي ارائه نمود. اين روش بدون نیاز به ا

ي کانديد، بر هااي از مدلها از يک مجموعهتعداد مولفه

3 Latent variable 

4 Eigen structure 
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س
ا هاي منحني بیضوي چند اساس بررسي خصوصیات توزيع

متغیره، مدل صحیح را با يک روش جديد که زمان 

محاسبات را کمتر و حساسیت کمتري به مقادير اولیه 

کند. سازي دارد، معرفي ميبیشینه-الگوريتم امید رياضي

]62[2164در سال  Wei Liتحقیقي که  همچنین در

بندي تصاوير گاوسي براي طبقه انجام داد، از مدل آمیخته

فراطیفي استفاده نمود. وي سايز زياد پارامترهاي فضاي 

آمیخته  خروجي را مانعي در برابر سازگاري کامل مدل

گاوسي براي تصاوير فراطیفي دانست. به همین دلیل قبل 

ي، ابتدا بايد يک الگوريتم کاهش بعد بنداز اجراي طبقه

هاي روي تصوير فراطیفي اعمال نمود. وي از الگوريتم

استفاده کرد. سپس  LPNMF2 و LFDA6کاهش بعد 

گاوسي را به بندي مدل آمیخته يج حاصل از طبقهنتا

 MRF9 منظور افزايش دقت مکاني با نتايج حاصل از

 ترکیب کرد و به دقت قابل قبولي دست يافت.

هاي اخیر براي شناسايي گوينده )تشخیص در سال

ي گاوسي هاي آمیختهصدا(، در متون مستقل، از مدل

کنند. شناسايي گوينده، هنگامي که هیچ پیش استفاده مي

آورد وجود ندارد، چه گوينده به زبان ميفرضي از آن

شود. مي شناسايي گوينده با متون مستقل گفته اصطلاحاً

اي در نظر ي گاوسي به گونهمدل آمیخته براي هر گوينده

اش، داراي مقدار شود که تابع احتمال پسینگرفته مي

در  6331همکارانش در سال  بیشینه شود. رينولد و

ي گاوسي براي نشان دادند که مدل آمیخته ]69[ي مقاله

باشد.شناسايي گوينده در متون مستقل، مدلي استوار مي

ي گاوسي از مدل آمیخته علاوه بر تشخیص گوينده،

. ]64[شود ي افراد نیز استفاده ميبراي شناسايي چهره

ترين مشکل در تشخیص چهره افراد و بازيابي آن، مهم

هاي همرنگ است. زمینهها، تغییرات نور و پسسايه روشن

تشخیص چهره در مسائل امنیتي، تشخیص تغییرات در 

، کاربرد دارد. گذاري در تصاوير ويدئوييافراد و فهرست

توان از ي)پوست( افراد نیز، ميبندي رنگ چهرهبراي مدل

 ي گاوسي استفاده کرد.مدل آمیخته

بندي مبتني بر مدل، که براي در روش خوشه

شود، از مدل مشاهدت، مدلي احتمالاتي در نظر گرفته مي

شود. بدين صورت که در اين ي گاوسي استفاده ميآمیخته

1 Local Fisher Discriminant Analysis 
2 Locality-Preserving Nonnegative Matrix Factorization 
3 Markov Random Field 

به وسیله يک توزيع پارامتري نشان داده ، هر خوشه روش

شود ها ارائه ميگاه مدلي که براي کل دادهشود. آنمي

ها خواهد ي متناهي از اين توزيعترکیب آمیخته

ي گاوسي، اطلاعات کاملتري بود.استفاده از مدل آمیخته

 دهد. ها را به دست ميي خوشهدرباره

وسي براي ي گاپذيري مدل آمیختهبه دلیل انعطاف

ها، در يافتن الگوهايي براي امور انواع مختلفي از توزيع

ي گاوسي استفاده مدل آمیخته مالي تجربي نیز، از

سازي مالي و کاربردهاي آن، توزيع نرخ شود. در مدلمي

هاي مالي نقش مهمي دارد. سود)بازده( در دارايي

 ها، توزيعترين فرض اين است که نرخ سود داراييمتداول

توانند به ها نیز ميگاوسي دارد و از آنجا که ديگر توزيع

ي گاوسي متناهي تقريب زده خوبي با يک مدل آمیخته

شوند، اين مدل در امور مالي مورد توجه بسیاري قرار 

 گرفته است.

ي گاوسي در نجوم، زيست همچنین مدل آمیخته

شناسي، پزشکي و مهندسي نیز کاربرد بسیاري دارد که 

 ]69[و  ]67[، ]61[  ،]61[توان به جزيیات بیشتر ميبراي 

 مراجعه کرد. 
توان گفت که بسیاري از مقالات مرور در مجموع مي

ي سنجش از دور به استفاده از مدل شده در حوزه

ي گاوسي و تخمین پارامترهاي آن با استفاده از آمیخته

اند. از طرف سازي پرداختهبیشینه -الگوريتم امید رياضي

هاي کاهش ابعاد در تمامي ديگر، استفاده از روش

دهنده لزوم استفاده شود. اين امر نشانها ديده ميپژوهش

هاي هاي کاهش بعد براي افزايش کارايي الگوريتماز روش

 بندي است. طبقه
-بیشینه-يکي از معايبي که در الگوريتم امیدرياضي

ط تکین شود اينست که در مواجه با نقاسازي مشاهده مي

و دقت   شوديا عوارض بسیار کوچک دچار مشکل مي

. لذا در اين مقاله با استفاده از شودپايین تري حاصل مي

گیر گیبز، راه حلي براي اين مشکل ارائه الگوريتم نمونه

است. از سوي ديگر، در اين مقاله سعي شده به اين  شده

پرسش که چه روشي براي تخمین پارامترهاي مدل 

ي گاوسي مناسب است، پاسخ داده شود و مزايا و آمیخته

 هاي تخمین پارامتر تحلیل شود. معايب هريک از روش
ي در ادامه مقاله، پس از تشريح الگوريتم مدل آمیخته

گیر گیبز و هاي تخمین پارامتر نمونهگاوسي و روش

هاي مورد استفاده سازي، دادهبیشینه-الگوريتم امید رياضي
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سازي الگوريتم معرفي و دو روش کاهش بعد پیادهجهت 

ها روي آن 2و نگاشت تصادفي 6هاي تصادفيآنالیز مولفه

هاي پیشنهادي براي گیرد. در ادامه از الگوريتمصورت مي

هاي فراطیفي در قالب حالات مختلف بندي دادهخوشه

استفاده شده است. در نهايت در بخش نتايج و بحث معیار 

ها بررسي عرفي و نتايج حاصل از اجراي الگوريتمارزيابي، م

 شود.گیري تحقیق ارائه مينیز نتیجه 1گردد. در بخش مي

ی گاوسیمدل آمیخته -2

هاي نويني است ي گاوسي يکي از روشمدل آمیخته 

بندي تصاوير سنجش از دور فراطیفي که به منظور طبقه

ارائه شده است. استفاده از اين الگوريتم به دلیل نتايج 

بالا در حال افزايش است. نسبتاً رضايت بخش و سرعت 

اوسي به میزان قابل توجهي در ي گمدل آمیخته

گیرد. بندي مورد استفاده قرار ميسازي تراکم و خوشهمدل

باشند، چرا که ین کاملي ميها داراي قابلیت تخماين مدل

توانند هر نوع تابع چگالي احتمال را به صورت آنها مي

 .]63[سازي نمايند دقیقي با تعداد کافي تابع گاوسي مدل

 9ايي الگوهاي شناسي گاوسي جز سیستممدل آمیخته

است. اين مدل تابع چگالي احتمال متغیرهاي مشاهده 

آمیخته گاوسي مدل  هايشده را با استفاده از يک چگالي

هاي ي گاوسي زيرمجموعه مدلکند. مدل آمیختهمي

ي متناهي است. يک مدل آمیخته متناهي به آمیخته

: فرض کنید]6[شود صورت زير تعريف مي

1 2, ,..., nx x xمستقل و از نمونه تصادفي مشاهداتي

هم توزيع
1 2
, ,...,

n
X X X با بردار پارامتر 

1
( ,...., )

k
   گاه تابع چگالي آمیخته باشند، آن

زير خواهد بود: مشاهدات به صورت

(6) 
1

(x ; ) (x ; ). i 1,......, n
K

i k k i k

k

f f  


 

(x ; )if يرا تابع چگالي آمیختهkايمؤلفه

گويند. منظور از مؤلفه، همان زير جامعه تشکیل مي

نشان  kباشد که تعدادشان را باي جامعه ميدهنده

باشد ومي kيپارامتر مربوط به زير جامه kدهند.مي

1 Principal Component Analysis (PCA) 
2 Random Projection (RP) 

3 Pattern Recognition 

k4يضريب وزني يا ضريب آمیختهkکه در است ام

شرايط 
1

1
K

k

k




 0و 1
k

 مي کند.صدق

x)در مدل آمیخته گاوسي،  ; )if فرض ، گاوسي

شوند که پارامترهاي آن میانگین و انحراف معیارهاي مي

تواند به ه ميمؤلف Kباشند. اين مدل با متناظر مي

 ( نوشته شود.2صورت رابطه )

(2)2 2

1

(x ; , ) (x ; , )
K

i k i k k

k

f      




)1در رابطه فوق  ,..., )k   و
2 2 2

1( ,..., )k  و به ترتیب بردارهاي میانگین

هاي گاوسین هستند. انحراف معیار توزيع
2(x ; , )i k k  پارامترهاي گاوسي با تابع چگالي

2

k وkمربوط به مؤلفهkباشد که از رابطه زير ام مي

آيد:به دست مي

(9) 
2

2

2
2

(x )1
(x ; , ) exp

22

i k

i k k

k
k


  




 

 
 
 

( تابع چگالي احتمال متغیرهاي مشاهده شده 2رابطه )

کند. با هاي آمیخته گاوسي مدل مياستفاده از چگاليرا با 

توان با استفاده از دادن يک سري مقادير ورودي، مي

و الگوريتم  1گیر گیبزهايي از جمله الگوريتم نمونهالگوريتم

ي سازي پارامترها و ضرايب آمیختهبیشینه-امید رياضي

متناظر با هر توزيع را بدست آورد.

گیر گیبزهالگوریتم نمون -2-1

هاي ناشناخته در بسیاري از کاربردها تعیین چگالي

سازي هاي بیزي پیچیده، تنها به کمک شبیهنظیر مدل

هاي مونت کارلوي زنجیر ممکن بوده و در اين میان روش

بیشترين سهم را دارند. در اين روش  )MCMC1(مارکوفي 

 ، میانگین اعداد7با تولید اعداد تصادفي از توزيع پسین

تولید شده را به عنوان برآورد پارامتر توزيع پسین در نظر 

گیرند، که پشتوانه صحت و کارا بودن آن قانون ضعیف مي

4 Mixing coefficient  

5 Gibbs sampling 
6 Monte Carlo Markov Chain 

7 Posterior distribution 
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س
ا اعداد بزرگ است. با توجه به نیاز به برآورد همزمان 

پارامترهاي مدل آمیخته، تولید اعداد تصادفي از توزيع 

هاي گوناگوني براي اي نیست. لذا روشکار ساده توأم

، ارائه شده توأمهاي تسهیل تولید اعداد تصادفي از توزيع

هاي مونت گیر گیبز از جمله روشاست. روش نمونه

که بر اساس توزيع  ]21[کارلوي زنجیر مارکوفي است 

کند. مشاهدات، زنجیر مارکوفي از آنها تولید مي 6شرطي

 6319اين روش اولین بار توسط متروپلیس و تلر در سال 

در  6394که گمن در سال  ]26[ي پس با مقالهارائه و س

ي هاي پردازش تصاوير ارائه داد، وارد مرحلهمورد مدل

جديدي شد. اما الگوريتمي که امروزه به عنوان الگوريتم 

شود، در سال گیبز در مسايل آماري از آن استفاده مي

گیري . نمونه]22[توسط گلفند و اسمیت ارائه شد  6331

هاي سازي براي تولید نمونهان يک ابزار شبیهتوگیبز را مي

دانست. در بسیاري از مسائل  توأمتصادفي از تابع توزيع 

اي از متغیرهاي تصادفي سروکار داريم آماري با مجموعه

-متغیرها در عمل نامعلوم است اما مجموعه توأمکه توزيع 

بقیه متغیرها  شرط بههاي تک تک پارامترها اي از توزيع

توزيع شرطي مشهور است، قابل محاسبه و موجود  که به

هاي شرطي موجود است. اگر مجموعه مناسبي از چگالي

-گیري مانند نمونههاي نمونهتوان با کمک روشباشد مي

از چگالي توام و احتمال  مؤثرگیري گیبز يک نمونه 

ي نمونه تولید اي مورد نظر تولید کرده و بوسیلهحاشیه

شده، تابع چگالي و خصوصیات آن را با درجه اطمینان بالا 

گیر گیبز . روش کار در الگوريتم نمونه]29[محاسبه کرد 

 شامل مراحل زير است: 

مرحله آغازين: در اين مرحله مقادير اولیه براي 

پارامترهاي بردار میانگین، ماتريس کواريانس و ضرايب 

. مقادير اولیه بردار میانگین و شونداختلاط انتخاب مي

به  k-meansتوان توسط الگوريتم ماتريس کواريانس را مي

دست آورد و مقادير اولیه ضرايب اختلاط براي تمامي 

شود که شروط ها يکسان فرض ميکلاس
1

1
K

k

k




  و

0 1
k

  .را نیز برآورده کند

,...,1,2مرحله براي هر مرحله تکرار: اين ;t T t 

تعداد تکرار الگوريتم و بسته به نظر کاربر تعريف  Tکه

 شود:ي تکرار در دو گام انجام ميشود. مرحلهمي

1 Conditional probabilities 

از ام(،  i)احتمال پسین مشاهده  ikگام اول: ابتدا

چندجمله احتمال زير تولید ميتوزيع شود:اي با

(4)
 

 

 
1

| ,
1 |

| ,

k i k k

ki k i K

j i j j

j

x
p z x

x

   


   


  



و  k  ،kدر اينجا ذکر اين نکته لازم است که 

kاول يعني 1tدر تکرار دشدهیتولهمان متغیرهاي

 باشد.در مرحله آغازين مي

تصادف گام دوم: از توزيع پسین يک سري مشاهده به

آنkو  k ،kشوند و مقاديرانتخاب مي اساس بر

معکوسkو k شوند.مشاهدات تولید مي اساس بر

از توزيع ديريخلهkشوند. توزيع ويشارت تولید مي نیز

آيد. به دست مي

[ آورده شده 29جزئیات بیشتر در مورد اين روش در ]

است. 

سازیبیشینه-امید ریاضی الگوریتم -2-2

ي گاوسي به مدل آمیختهمسئله تخمین پارامترهاي 
اي مورد مطالعه قرار گرفته است. اوريت و طور گسترده

يک مرور جامع از اين موضوع ارائه  6396هند در سال 
دادند و چندين روش براي تخمین اين پارامترها پیشنهاد 

-ها الگوريتم امید رياضي. يکي از اين روش]24[کردند 
روش کلي براي ( است. اين روش يک EM2سازي )بیشینه

ي سازي توابع درستنمايي است، هنگامي که دادهبهینه
سازي با هاي ساده بهینهگمشده وجود داشته باشد يا روش

. اين روش در سال ]21[و  ]21[شکست مواجه شوند 
و در  ]27[توسط دمپستر و همکارانش ارائه شد  6337
هاي آمیخته به توسط رندر و واکر براي مدل 6394سال 

. براي استفاده از اين الگوريتم بايد ]29[ر گرفته شد کا
هاي هاي آمیخته مشخص باشد. تعداد مؤلفهتعداد مؤلفه

بندي است که هاي طبقهدهنده تعداد کلاسآمیخته نشان
هاي گرافیکي آن را با دانش قبلي از مسئله، روش توانيم

هاي تخمین کلاس از جمله آنالیز ديتا و يا ساير روش
Adaptive Mixture  هايي . اگرچه روش]23[بدست آورد

بندي ها را قبل از انجام خوشهوجود دارند که تعداد کلاس
کنند، اما در اين پژوهش براي بررسي هرچه محاسبه مي

2 Expectation-Maximization 
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ها را معلوم هاي مورد استفاده، تعداد کلاسبهتر الگوريتم 
هاي آمیخته، گیريم. علاوه بر تعداد مؤلفهدر نظر مي

ي بردار پارامترهاي مقادير برابايست يک حدس اولیه مي
میانگین، ماتريس کواريانس و ضرايب اختلاط تولید کرد. 

هاي اولیه و با در نظر با استفاده از تخمین EMالگوريتم 
گرفتن متغیرهاي پنهان از چرخه مکرر براي برآورد 

کند. اين الگوريتم با در نظر گرفتن پارامترها استفاده مي

شود و در گام مقدار اولیه براي پارامترهاي مدل شروع مي
شود، اين پارامترها بهنگام تکرار نامیده مي يبعد که مرحله

شود که الگوريتم شوند و چرخه تا جايي تکرار ميمي
ي تکرار از دو گام محاسبه امید رياضي همگرا شود. مرحله

لات شود. در گام اول احتماسازي تشکیل ميو بیشینه
 گردد. ( محاسبه مي1پسین توسط رابطه )

(1) 

^ ^ ^
^

^

( ; , )

( )

k kki
ki

i

x

f x

  



 

در رابطه بالا 
^

ki  احتمال پسین براي پیکسلi ام

نسبت به  ixي میزان احتمال پیکسل دهندهنشاناست و 

ام است. kيتابع چگالي آمیخته
^ ^

( ; , )kkix   

ام و kيمؤلفهچگالي نرمال 
^

( )if x  نیز تخمین

است که رابطه آن در  ixي گاوسي براي پیکسل آمیخته

 زير آمده است.

(1) 
^ ^ ^ ^

1

( ) (x ; , )
K

k kki i

k

f x   


  

شوند که بر اساس پارامترهايي انتخاب ميدر گام بعد 

ها امید رياضي بدست آمده از مرحله قبل بیشینه مقدار آن

 برحسبشود. در اين مرحله پارامترهاي مدل 
^

ki  که از

 شود.گام قبل بدست آمده، محاسبه مي

(7) 
^ ^

1

1 n

k ki

in
 



  

(9) 

^

^

^

1

1 n
ki i

k

i
k

x

n






  

(3) 

^ ^ ^

^

^

1

(x )(x )1
Tn

ki i k i k
k

i
k

n

  




 
  

توان را مي EMطور خلاصه روند اجرايي الگوريتم به 

 به صورت زير بیان کرد:

 بندي(.هاي طبقه)تعداد کلاس Kتعیین -6

ي گاوسي ي پارامترهاي مدل آمیختهتولید مقادير اولیه -2

)اين پارامترها شامل ضريب اختلاط، بردار میانگین و 

 ي آمیخته است(.مؤلفهانحراف معیار براي هر 

محاسبه امید رياضي )در اين مرحله احتمال هر مشاهده  -9

( 1نسبت به تابع چگالي آمیخته از طريق رابطه )

 شود(.محاسبه مي

سازي )در اين مرحله پارامترهاي مدل برحسب بیشینه -4
^

ki شوند(.که از گام سوم بدست آمده، بهنگام مي 

تا رسیدن به همگرايي در برآورد  4و  9تکرار گام  -1

 پارامترهاي مدل.

 روش پیشنهادی -3

هاي بندي دادهاز آنجايي که هدف اين تحقیق طبقه

ي گاوسي است، در ابتدا بايد فراطیفي با استفاده از مدل آمیخته

تخمین پارامترهاي مدل آمیخته مشخص شود. همانطور روش 

ي که گفته شد به منظور برآورد پارامترهاي مدل آمیخته

گیر گیبز استفاده شد. روش و نمونه EMگاوسي از الگوريتم 

هاي پیشنهادي در دو مرحله انجام شد. در گام اول، الگوريتم

م دوم هاي فراطیفي اجرا شدند. در گاپیشنهادي بر روي داده

جهت بررسي تأثیر کاهش ابعاد تصاوير فراطیفي روي دقت 

هاي اصلي و نگاشت ها، دو روش کاهش بعد آنالیز مولفهالگوريتم

سازي شدند. بندي، پیادهقبل از انجام خوشه (RP)تصادفي 

افزار متلب و تعداد تکرار براي ها در نرمسازي الگوريتمپیاده

 ته شده است.در نظر گرف EM ،6111الگوريتم 

 های مورد استفادهداده -4

هاي پیشنهادي در اين تحقیق، جهت ارزيابي دقت الگوريتم

سازي شده استفاده شد. همچنین دو شبیه ابتدا از يک داده

از دو  Pavia Universityو  Salinasداده فراطیفي واقعي 

سنجنده مختلف مورد استفاده قرار گرفت تا کارايي 

 پیشنهادي در اين تحقیق را نشان دهند.هاي الگوريتم

 سازیی شبیهداده -4-1

سازي شده از عناصر خالص با مشخصه هاي شبیهداده

شدند. بنابراين از  هاي فراواني معلوم ساختهطیفي و نقشه
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س
ا توان به عنوان ابزاري براي ارزيابي نتايج ها مياين داده

ي مورد شده سازيي شبیهها استفاده نمود. دادهالگوريتم

هاي کلاس طیفي با مشخصه 1استفاده در اين پژوهش از 

طیفي معلوم تشکیل شده است. امضاي طیفي اين عناصر 

شناسي ايالات متحده که از کتابخانه طیفي سازمان زمین

 (.6اند )شکل انتخاب شده

عنصر خالص 1مشخصه طیفي  -6شکل

هاي مختلف براي عنصر خالص سپس با اعمال وزن

هاي اعمال هاي مختلط ايجاد شدند. وزن، پیکسل6شکل 

شده براي هر عنصر خالص در هر پیکسل، نقشه فراواني 

هاي فراواني توسط جعبه ابزار عنصر مربوط است. نقشه

انجام شده  HYDRAسازي که تحت عنوان پروژه شبیه

اند. اين جعبه ابزار که قابل دسترس در است، تولید شده

هاي فراواني عناصر خالص، اعم مي ويژگيتمااست،  ]91[

ها و نیز برابر يک بودن مجموع از نامنفي بودن فراواني

هاي نقشه 2ها در هر پیکسل را داراست. در شکل فراواني

فراواني پنج عنصر به کار گرفته شده براي تولید داده 

سازي شده آورده شده است.شبیه

خالصهاي فراواني پنج عنصر نقشه -2شکل

همچنین ترکیب رنگي داده مورد استفاده و نقشه 

اين نمايش داده شده است.  9واقعیت زمیني آن در شکل 

 224در  211211داده شامل يک مکعب داده با ابعاد 

باند طیفي است.

الف( نقشه واقعیت زمیني ب( نقشه رنگي کاذب داده شبیه سازي  -9شکل 

ی واقعیداده -4-2

Salinasداده  -4-2-1

، Salinasي از دره AVIRISاين داده توسط سنجنده 

کلاس طیفي  61کالیفرنیاي امريکا اخذ شده و داراي 

متر و  9.1مختلف است. توان تفکیک مکاني اين تصوير 

ستون است. بعد از انجام  267سطر در  162ابعاد تصوير 

اين تصوير حذف شدند باند جذب آب از  21پردازش، پیش

باند در تصوير نهايي انتخاب شدند. ترکیب رنگي  214و 

کاذب از تصوير مورد مطالعه و همچنین نقشه واقعیت 

آورده شده است. 4زمیني در شکل

Salinasالف( نقشه واقعیت زمیني ب( نقشه رنگي کاذب داده  -4شکل
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Pavia Universityداده  -4-2-2

 رد مطالعه، توسط سنجندهي واقعي ديگر موداده

ROSIS  از منطقهPavia University  در کشور ايتالیا، اخذ

شده است. قدرت تفکیک طیفي اين سنجنده متغیر از 

متر  6.9میکرومتر و توان تفکیک مکاني آن  1.91تا  1.49

است. اين داده از لحاظ اتمسفري تصحیح شده و پس از 

رد. ابعاد تصوير باند طیفي دا 619حذف باندهاي نويزي 

کلاس طیفي مختلف  3ستون و شامل  941سطر در  161

است.

 Paviaالف( نقشه واقعیت زمیني ب( نقشه رنگي کاذب  -1شکل

University

نتایج و بحث -5

بندی بدون استفاده از روش کاهش بعدطبقه -5-1

هاي توضیح داده شد، الگوريتم 9همانگونه که در بخش 

-هاي مورد نظر پیادهمرحله بر روي دادهپیشنهادي در دو 

شوند. در مرحله اول به منظور حذف اثر روش سازي مي

-ها روي کل باندهاي دادهکاهش بعد روي نتايج، الگوريتم

هاي هاي فراطیفي اعمال شدند. براي ارزيابي نتايج روش

بندي پیشنهادي، به منظور برآورد صحت و دقت روش طبقه

هاي واقعیت زمیني استفاده مک دادهاز ماتريس خطا به ک

تواند معیارهاي شد. اگرچه استفاده از ماتريس خطا مي

بندي ارائه کند، در اين مختلفي را براي ارزيابي طبقه

هاي ضريب کاپا و دقت کلي که به ترتیب پژوهش از مولفه

اند به عنوان ( آورده شده66( و )61هاي )در رابطه

 رزيابي، مورد استفاده قرار گرفتند. پرکاربردترين معیارهاي ا

(61)
 

 

1 1

2

1

r r

ii i i

i i
hat r

i i

i

N x x x

K

N x x

 

 

 



 



 

 



 (66)
1

r

ii

i

x

OA
N




ها، زمان انجام يکي ديگر از معیارهاي ارزيابي الگوريتم

میزان دقت کلي، ضريب کاپا  6محاسبات است. در جدول 

هاي پیشنهادي، براي و زمان محاسبات مربوط به الگوريتم

سه داده فراطیفي آورده شده است. 

مقادير پارامترهاي دقت کلي، ضريب کاپا و زمان پردازش  -6جدول

 هاي صورت گرفته بر روي سه داده فراطیفيالگوريتم

زمان 

( sپردازش)
Kappa 

Coefficient

Overall 

Acuuracy 

داده 

تصویری

الگوریتم 

اجرا شده

6921 6.11 611.11 شبیه سازي 
GMM-

Gibbs
6111 1.72 79.11 Pavia 

6796 1.32 39.61 Salinas 

716 شبیه سازي  31.79 1.31
GMM-

EM
337 1.17 14.61 Pavia 

6691 1.91 92.14 Salinas 

مشخص است، الگوريتم  6همانطوري که از جدول

گیر گیبز زمان پردازش بیشتري را براي انجام نمونه

دهد. اما استفاده از اين ها به خود اختصاص ميپردازش

بندي گردد که اين تواند باعث افزايش دقت طبقهروش مي

درصد، براي  9سازي حدود افزايش براي تصوير شبیه

 Salinasدرصد و براي تصوير  62حدود  Paviaتصوير 

درصد دقت کلي است. از طرف ديگر، میزان  61حدود 

که داراي عوارض   Paviaطیفي افزايش دقت در تصوير فرا

باشد که بیشتر مي Salinasدرصد از تصوير  2کوچک است 

گیر گیبز در برخورد با نشان از عملکرد بهتر الگوريتم نمونه

بندي شده با تصاوير طبقه 1عوارض کوچک دارد. در شکل

هريک از دو الگوريتم نشان داده شده است.
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س
ا GMM-EM GMM-Gibbs داده تصویری

سازيشبیه

Pavia 

Salinas

هاي صورت گرفته بر روي سه بندي حاصل از الگوريتمهاي طبقهنقشه -1شکل

داده فراطیفي

بندی به همراه استفاده از روشطبقه -5-2

کاهش بعد

به منظور بررسي تأثیر کاهش ابعاد تصوير فراطیفي بر 

بندي، ابتدا ابعاد تصوير فراطیفي کاهش روي دقت طبقه

بندي با استفاده از مدل آمیخته يافته و سپس طبقه

هاي تخمین پارامتر مورد نظر اعمال گاوسي و الگوريتم

گردد.مي

PCAکاهش بعد با استفاده از روش  -5-2-1

 PCAاولین روش کاهش بعد مورد استفاده، روش 

ويژگي خطي هاي استخراج است. اين روش جزء روش

هاي است. در اين روش معیار انتخاب تعداد بهینه مولفه

گیريم. که اصلي را مقدار اطلاعات بدست آمده در نظر مي

 Salinasو  Paviaسازي، ها براي تصاوير شبیهتعداد مولفه

 2باشد. در جدول مي مؤلفه 7و  9،  4به ترتیب برابر 

هاي وريتممیزان پارامترهاي دقت مربوط به اجراي الگ

پیشنهادي، براي سه داده مورد استفاده آورده شده است.

مقادير پارامترهاي دقت کلي، ضريب کاپا و زمان پردازش  -2جدول

هاي صورت گرفته بر روي سه داده فراطیفي کاهش بعد الگوريتم

 PCAبا استفاده از   يافته
زمان 

( sپردازش)
Kappa 

Coefficient

Overall 

Acuuracy 

داده 

تصویری

الگوریتم 

اجرا شده

74 6.11 611.11 شبیه سازي  GMM-

Gibbs-
PCA 

194 1.96 91.94 Pavia 

177 1.34 34.16 Salinas 

61 6.11 611.11 شبیه سازي 
GMM-

EM-PCA
222 1.79 99.61 Pavia 

271 1.39 39.17 Salinas 

در  رفت زمان انجام محاسباتهمانگونه که انتظار مي

ها کاهش بعد نیافته اين حالت نسبت به زماني که داده

هاي بدست آمده بیشتر است. از بودند، بسیار کمتر و دقت

گیر طرف ديگر همانند مرحله اول اجراي الگوريتم نمونه

زمان بیشتري برده است. اما  EMگیبز نسبت به الگوريتم 

ه سازي کشود به جز تصوير شبیههمانطور که مشاهده مي

درصد گزارش شده  611براي هر دو الگوريتم میزان دقت 

است، در دو تصوير ديگر استفاده از الگوريتم گیبز براي 

بندي مدل آمیخته گاوسي، دقت بالاتري را به همراه طبقه

حدود  Paviaداشته است. میزان افزايش دقت براي تصوير 

حدود يک درصد دقت  Salinasدرصد و براي تصوير  2

بندي خروجي در اين حالت، در هاي طبقهت. نقشهکلي اس

اند.نمايش داده شده 7شکل 

RPکاهش بعد با استفاده از روش  -5-2-2

RP  يک روش کاهش بعد خطي است که فضايd

بعدي kبعدي را به فضاي k d با استفاده از ،

kماتريس  dR


ستون است،که داراي اندازه واحد با هاي

کند.نگاشت مي

(62)
  RP

k N k d d NX R X

d(، 62در معادله ) NX ها،مقادير پیکسلN  تعداد

پیکسل اولیه وdها،کل بعدkبعد فضاي کاهش فضاي

است. تصادفييافته از توزيعRعناصر ماتريس نیز

 ]Achlioptas ]96کنند. در تحقیقي ین پیروي ميگاوس

تواند با ین مورد بحث ميگاوسنشان داده است که توزيع 

( آمده است، جايگزين 69تر که در معادله )يک توزيع ساده

 گردد. 
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 Johnson-Lindenstraussاز لمِ  RPايده اصلي روش 

. اگر نقاط در يک فضاي برداري به ]92[گرفته شده است 

يک زيرفضاي تصادفي با بعد مناسب تصوير گردد، آنگاه 

[ و 99شود. در ]فضاي جديد حفظ ميفاصله بین نقاط در 

آورده  Johnson-Lindenstrauss[ اثباتي ساده از لمِ  94]

مقادير پارامترهاي دقت در اين حالت  9شده است. جدول 

دهد. همانند بخش قبل، استفاده از الگوريتم را نشان مي

دهد. ارائه مي EMگیبز دقت بالاتري را نسبت به الگوريتم 

 1/2حدود  Paviaدقت براي تصوير  که میزان افزايش

درصد دقت کلي  2حدود  Salinasدرصد و براي تصوير 

است.

مقادير پارامترهاي دقت کلي، ضريب کاپا و زمان پردازش  -9جدول

هاي صورت گرفته بر روي سه داده فراطیفي کاهش بعد الگوريتم

RPبا استفاده از   يافته

زمان 

( sپردازش)
Kappa 

Coefficient

Overall 

Acuuracy 

داده 

تصویری

الگوریتم 

اجرا شده

619 6.11 611.11 شبیه سازي  GMM-

Gibbs-
RP 

336 1.94 99.91 Pavia 

6291 1.31 31.36 Salinas 

29 6.11 611.11 شبیه سازي 
GMM-

EM-RP 
991 1.91 94.26 Pavia 

111 1.34 31.11 Salinas 

بندي در صورت ي مهم ديگر افزايش دقت طبقهنکته

است. همانطورکه از  RPاستفاده از روش کاهش بعد 

ها با استفاده مشخص است، کاهش بعد داده 9و 2جداول 

 2سبب افزايش حدود  PCAنسبت به  RPاز روش 

 9ود و افزايش حد Salinasدرصدي دقت کلي در تصوير 

هاي شده است. نقشه Paviaدرصدي  دقت کلي در تصوير 

آورده شده است. 7بندي در اين حالت نیز در شکل طبقه

GMM-EM-RP GMM-Gibbs-RP GMM-EM-PCA GMM-Gibbs-PCA  داده تصویری 

Pavia

Salinas

 SalinasوPaviaکاهش بعد يافته هاي فراطیفي هاي صورت گرفته بر روي دادهبندي حاصل از الگوريتمهاي طبقهنقشه -7شکل

گیرینتیجه -6

گیر گیبز جهت تخمین در اين تحقیق الگوريتم نمونه

کننده مدل آمیخته گاوسي به کار بنديپارامترهاي طبقه

گیر گیبز در واقع راهي براي تولید نمونه گرفته شد. نمونه

اي است، بدون آنکه تصادفي از يک تابع چگالي حاشیه

نیازي به خود تابع باشد. روش پیشنهادي ابتدا بر روي 

تمام باندهاي سه تصوير مورد استفاده و سپس روي 

گرديد و در نهايت با تصاوير کاهش بعد يافته اعمال 

مقايسه گرديد. همانطور که انتظار داشتیم  EMالگوريتم 
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س
ا بندي هاي فراطیفي سبب بهبود دقت طبقهکاهش بعد داده

 PCAبهتر از  RPشده و در اين بین روش کاهش بعد 

EMگیر گیبز از عمل کرده است. از طرف ديگر، نمونه

روش گیبز  دهد. اما زمان محاسباتيپاسخ بهتري به ما مي

بیشتر است. نکته ديگر اينست که در مناطق  EMاز 

شهري میزان افزايش دقت در الگوريتم نمونه گیر گیبز 

بیشتر از مناطق کشاورزي است.  EMنسبت به الگوريتم 

اين امر بیانگر رفع مشکل برخورد با نقاط تکین يا عوارض 

گیر گیبز ، توسط الگوريتم نمونهEMکوچک در الگوريتم 

بندي کننده مدل ست. در کل برآورد پارامترهاي طبقها

گیر گیبز پاسخ آمیخته گاوسي با استفاده از الگوريتم نمونه

ارائه داده است. EMتري در مقايسه با روش قابل قبول
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