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هاي استخراج عوارض از مناطق شهري براساس استفاده همزمان داده

 و ليدار چندطيفي ،راداري

 بهناز بيگدلي

 دانشگاه صنعتي شاهرود - دانشکده مهندسي عمران استاديار
 bigdeli@shahroodut.ac.ir 

 (1931 اسفند، تاريخ تصويب 1939 بهمن)تاريخ دريافت  

 دهيچک

از  يرادار يهان سنجندهاند. مستقل بودبه منظور استخراج عوارض مورد استفاده و توجه قرار گرفته يرادار يهار دادهياخ يهادر سال

، باعث شده است استفاده از آنها در ينيعوارض زم از ييارو در بسيت نفوذ امواج ماکروويدر کنار قابل يديو تابش خورش ييط آب و هوايشرا

ار يبس يرادار يسنجش از دور يهاستميسشده توسط  يان اطلاعات جمع آورين ميابد. در ايشدت  ينيعوارض زم ينه طبقه بنديزم

-يل معمولا مين دليسازد. به هميم ينور يهاتر از دادهار مشکليها را بسن دادهير اياست که تفس يمعمول نور يهامتفاوت از سنجنده

هاي سنجش از ادغام دادهاستفاده کرد.  ينيعوارض زم ييو شناسا يبه منظور طبقه بند ينور يدر کنار داده ها يرادار يهاتوان از داده

ه يبر پا يش رو روشيپ قيتحقدوري به منظور استفاده از مزاياي هر يک از آنها و رفع عيوب آنها از ديرباز مورد توجه فراوان بوده است. 

دهد. ابتدا يارائه م يدر مناطق شهر يج طبقه بنديدار به منظور بهبود نتايو ل ينور يهارا در کنار داده يرادار يهااستفاده همزمان داده

ک يابد. در مرحله دوم يگسترش  يژگيو يد تا فضانشوياجرا م يهر سه داده سنجش از دور يبرا يژگيمختلف استخراج و يهاتميالگور

طبقه  يهاروش کند. سپسيحاصل را انتخاب م يهايژگيرمجموعه از وين زيبهتر کلوني مورچگانتم يبراساس الگور يژگيروش انتخاب و

 يفضا يبه منظور طبقه بند (KNN) يگين همسايکتريو نزد (ML)اهت بن شيشتريب ،(SVM)بانين بردار پشتيمانند ماش يمختلف يبند

به منظور  وزندارمختلف، روش ادغام  يهاکننده يها حاصل از طبقه بندميجاد مجموعه تصميد. با انشويانتخاب شده بکار برده م يژگيو

حاصل از  يشامل داده رادار ييااز مجموعه داده يشنهاديروش پ يابيشود. به منظور ارزيها بکار برده مکننده يج طبقه بنديادغام نتا

منطقه  ن مجموعه داده ازيشود. ايدار استفاده ميو داده ل WorldView-2حاصل از سنجنده  يفي، داده چندطTerraSAR-Xسنجنده 

بر استفاده  يمبتن يشنهاديدهد روش پيج حاصل نشان ميه شده است. نتايمتر ته 1 يک مکانيکا با قدرت تفکيسکو در آمريسانفرانس

باعث افزايش دقت مناسب براي برخي کلاسها و يا اندک براي ديگر کلاسها شود. تواند يم يزريو ل ي، نوريهمزمان سه داده رادار

 تواند بهبود متفاوتي را ايجاد کند.همچنين نتايج ادغام در مقايسه با نتايج طبقه بندي هر داده به صورت مجزا مي

 استخراج عوارض، دادهدار، ادغام ي، ليفيچندط يها، دادهيرادار يهاداده :يديکل واژگان
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 مقدمه -1

-د سنجندهينه توليشرفت روزافزون در زميبا توجه به پ

ر استفاده از انواع ياخ يها، در ساليسنجش از دور يها

به منظور  يزريو ل ي، رادارينور يهامختلف سنجنده

ن يمورد توجه قرار گرفته است. در ا ينيعوارض زم ييشناسا

 ير در کاربردهاياخ يهادر سال يرادار يهاان سنجندهيم

مورد استفاده قرار  يطيو مح ي، کشاورزيمختلف شهر

 يها به منظور طبقه بندن دادهياند. استفاده از اگرفته

قرار گرفته  استفادهمورد  يات فراوانقيدر تحق ينيعوارض زم

انتخاب  ،نهين زميز مسائل مهم در اا يکي[. 1-9است ]

 يهاداده يبه منظور طبقه بند ين روش طبقه بنديبهتر

شبکه  ييتوانا يابيهمکاران به ارز و Del frateاست.  يرادار

با استفاده  يمحصولات کشاورز يدر طبقه بند يعصب يها

 يس ابهام را برايپرداختند. آنها ماتر Cرادار باند  يهااز داده

 يهابا استفاده از شبکه ياز محصولات کشاورز هفت کلاس

ش ير افزايثق تأيقن تحيمحاسبه کردند. به علاوه ا يعصب

اطلاعات را مورد  يجمع آور يون و زمان هايزاسيتعداد پلار

[ و 2و همکاران ]  Benediktsson[. 1قرار داد ] يبررس

Chen  [ ن9و همکاران ]به منظور  يعصب يهاز از شبکهي

و  Bruzzone بهره جستند. يرادار يهاداده يطبقه بند

 يبرا يعصب يهاد براساس شبکهيک روش جديهمکاران از 

استفاده کردند. روش  يرادار يهاداده يطبقه بند

آنها شامل سه مرحله بوده است. ابتدا مرحله  يشنهاديپ

 يهاها و در انتها از شبکهيژگيش پردازش دوم استخراج ويپ

استفاده شد. روش  يطبقه بند يبرا RBF1 براساس يعصب

در  يرادار يهارا در داده يت طبقه بندبهبود دق يشنهاديپ

 [.9] بدست آورد هاکننده ير طبقه بنديسه با سايمقا
Lee هاي با و همکاران به مقايسه طبقه بندي داده

هاي مختلف پرداختند و به اين منظور از روش پلاريزاسيون

بيشترين شباهت براي شناسايي طبقه بندي بر مبناي 

از  Nystuen. هاي گياهي بهره جستنددرختان و پوشش

 يخيمناطق  ييشناسا يبرا يرادار يهاداده يطبقه بند

را از  يو آمار يمختلف بافت يهايژگي. آنها واستفاده کرد

 يهادسته يکردند و با طبقه بند استخراج يداده رادار

 يطبقه بند جيا در بهبود نتار آنهيثها، تأيژگين ويمختلف ا

 [. 5قرار دادند ] يرا مورد بررس

                                                           
1 Radial Basis Function 

 يهاداده ينه طبقه بنديقات صورت گرفته در زميتحق

 يطبقه بند يها بران دادهينشان داد استفاده از ا يرادار

مواجه است. هندسه  ييهاتيبا محدود ينيعوارض زم

-دهيجاد پديکه باعث ا يرادار يربرداريستم تصويخاص س

 9ياه شدگو کوت 2يگديه، خوابيمانند سا ينامطلوب يها

و و يده امواج ماکروويچيپروسه بازپخش پشود در کنار يم

-1باشد ]يها متين محدوديز اسپکل از جمله ايوجود نو

 يهار دادهيها، استفاده از ساتين محدوديل ايبه دل[. 1

 يهادر کنار داده ينور يهاژه دادهيبه و يسنجش از دور

 ينيهر چه بهتر عوارض زم ييتواند به شناسايم يرادار

 کمک کند. 
Hedhi ن يبراساس مدل مارکو يو همکاران از روش

 يو نور يرادار يهاداده يطبقه بند يبرا يسلسله مراتب

دهد استفاده از يق نشان مين تحقيا جيبهره جستند. نتا

ج يد نتاوبه بهب ينور يهادر کنار داده يرادار يهاداده

کمک  ينيعوارض زم يهااز کلاس ياريدر بس يطبقه بند

هاي نوري استريو و همکاران از داده Crosetto .[1] کنديم

هاي راداري به در کنار داده SPOTحاصل از سنجنده 

[. در 8منظور تهيه مدل رقومي زمين استفاده کردند ]

به  2111و همکاران در سال  Joshiهاي جديدتر بررسي

ه استفاده نيکه تاکنون در زم بررسي مجموعه مقالاتي

هاي سنجش از دوري هاي راداري و ساير دادهمان دادههمز

و همکاران روش  Bao [.3انتشار يافته است، پرداختند ]

طبقه بندي براساس استفاده از ماشين بردار پشتيبان 

(SVM) اري هاي رادرا براي ادغام دادهTerraSAR-X  و

بکار بردند. آنها پس از اعمال  ALOSداده چندطيفي 

تصحيحات هندسي و راديومتريک دو تصوير را ادغام کرده 

براي طبقه  SVMو سپس از طبقه بندي نظارت شده 

و همکاران  Cao. [11]بندي نتيجه ادغام استفاده کردند

و لندست را براي طبقه بندي عوارض  ERS-2هاي داده

روي زمين در مناطق شهري با هم ادغام کردند. آنها از 

هاي عصبي و الگوريتم ژنتيک به اين ترکيبي از شبکه

در روشهاي جديدتر ادغام  .[11] منظور بهره جستند

هاي و همکاران از ادغام داده Reicheبراساس پيکسل، 

يي جنگل زدايي نوري و راداري براي کشف و شناسا

استفاده کردند. آنها اندکس گياهي اختلافات نرماليزه شده 

(NDVI) هاي زماني داده حاصل از داده لندست را با سري

                                                           
2 Layover 
3 Foreshortening 
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ALOS PALSAR بسياري از روشهايي  .[12]ادغام کردند

هاي ادغام که در بالا به آن اشاره شد در زمره روش

ک روش و همکاران ي Banگيرند. براساس پيکسل جاي مي

هاي راداري را براي ادغام داده (object based)عارضه مبنا 

 [. 19]و نوري بکار بردند

هاي نوري و راداري، تحقيقات نسبت به ادغام داده

هاي راداري و ليدار تمرکز داشتند. کمتري بر ادغام داده

Kaasalainen هاي هاي ليدار و دادهو همکاران از ادغام داده

کاربردهاي محيط جنگلي و براي تخمين زيست راداري در 

هاي توده استفاده کردند. مهمترين دليل استفاده از داده

هاي راداري، استفاده از ارتفاعات ليدار در ادغام با داده

زميني بدست آمده از ليدار براي بهبود زيست توده نواحي 

 بزرگ تخمين زده شده توسط داده رادار است

[19].Barbanson   ابر نقاط ليدار با  مهمکاران از ادغاو

تصاوير راداري در مناطق جنگلي و به منظور طبقه بندي 

عوارض استفاده کردند. پنج کلاس ساختمان، جاده، گياهان، 

آب و جنگل از ادغام اين دو داده بدست آمده است. در 

روش پيشنهادي دو داده در مرحله ويژگي با يکديگر ادغام 

نظارت شده به منظور استخراج عوارض شدند و طبقه بندي 

 .[15] روي فضاي ويژگي حاصل بکار رفت

تعدادي از تحقيقات از ادغام هر سه داده راداي، نوري 

و ليدار در کاربردهاي سنجش از دوري و به ويژه مطالعات 

و همکاران از سه داده  Hagenجنگل استفاده کرده اند. 

و  STRMسنجنده  ، داده راداري ازLVISليدار از سنجنده 

داده نوري از سنجنده لندست به منظور بررسي جنگلها 

استفاده کردند. آنها از داده تداخل سنجي رادار، داده نوري 

هاي کمکي ديگر براي ماسک کردن نواحي جنگلي و داده

هاي ليدار به منظور استفاده شد. سپس آنها از داده

  Kellndorfer[.11] شناسايي ارتفاع جنگلها استفاده کردند

هاي نوري، راداري و ليدار در کاربرد و همکاران از داده

NFMS(National forest monitoring system)  و در

کاربردهاي بررسي جنگل استفاده کردند. هدف آنها بررسي 

[. مقالات 11] ميزان کربن و تأثير آن بر انسانها بوده است

در کاربردهاي هاي نوري، راداري و ليدار مذکور از داده

مناطق جنگلي و به هدفي غير از تشخيص عوارض بهره 

 . [18]جسته اند

 يهااز داده يرادار يهاش رو در کنار دادهيق پيتحق

دار به منظور طبقه ين ليو همچن يفيچندط يهاسنجنده

در اين  کند.يماستفاده  يعوارض در مناطق شهر يبند

هر داده،  روش پس از استخراج فضاي ويژگي مناسب از

شود. سه روش ها انتخاب ميبهترين زير مجموعه ويژگي

-طبقه بندي براي طبقه بندي فضاي ويژگي حاصل بکار مي

دار به ي وزندر نهايت روشي بر مبناي حداکثر رأروند و 

 شود.يبرده ممنظور ادغام نتايج و توليد خروجي نهايي بکار 

با استفاده از  يشنهاديپ يروش طبقه بند -2

 داريو ل يفي، چندطيرادار يهاداده

هاي مختلف با توجه به معايب و مزاياي سنجنده

، استفاده يو نور يرادارهاي سنجش از دور به ويژه داده

-تواند بر معايب و ضعفهمزمان از اين دو نوع سنجنده مي

ها غلبه کند و از مزاياي هر دو داده هاي هر يک از داده

دارد از  يسع يشنهادين منظور روش پيابه شود.  بهره مند

به منظور  يرادار يهادر کنار داده يفيچندط يهاداده

ن روش از ياستفاده کند. به علاوه ا يج طبقه بنديبهبود نتا

دار حاصل از منطقه در کنار دو داده مذکور يداده ل يايمزا

ها و شامل گام يشنهاديز بهره خواهد جست. روش پين

 باشد:ير ميزمراحل 

 ن مرحله پس از ي: در ا1يژگيمرحله اول: استخراج و

و  ي، راداريفيچندط يهاداده يش پردازش رويانجام پ

 شوند.يها استخراج من دادهيمناسب از ا يهايژگيدار ويل

 ن يمناسب: در ا يهايژگيمرحله دوم: انتخاب و

 يکلون ينه سازيتم بهيمرحله با استفاده از الگور

حاصل از  يهايژگيرمجموعه از وين زيبهتر 2مورچگان

 .شوديهر سه داده انتخاب م

  روش  سهن مرحله ي: در اي: طبقه بندسوممرحله

ن يشتري، ب9(SVM) بانين بردار پشتيماش يطبقه بند

به منظور طبقه  5يگين همسايکترينزد Kو  9شباهت

 شوند.بندي فضاي ويژگي انتخابي بکار برده مي

  در اين مرحله نتايج  ادغام نتايج:: چهارممرحله

ي سه روش طبقه بندي به وسيله روش رأحاصل از 

شوند. در اين روش دقت کلي گيري وزندار ادغام مي

(OA)1  هر طبقه بندي کننده به عنوان وزن آن طبقه

 شود.بندي کننده در نظر گرفته مي

                                                           
1 Feature Extraction 

2 Ant Colony Optimization 
3 Support Vector Machine 

4 Maximum Likelihood 

5 K-nearest neighbor 
6 Overall Accuracy 
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نهادي در اين تحقيق داراي مزايا و اهداف پيشروش 

باشد. در اين تحقيق سعي شده است از سه مشخصي مي

ي، راسنجنده متفاوت سنجش از دوري )رادداده و سه 

نوري و ليزر اسکنر( در کنار يکديگر استفاده شود. استفاده 

تواند باعث شود مزاياي هر داده همزمان از اين سه داده مي

معايب داده ديگر را بپوشاند و تصميم گيري نهايي در 

به علاوه ادغام اين دو رض را بهبود بخشد. مورد ماهيت عوا

داده با توجه به تفاوت ماهيت آنها، در سطح تصميم گيري 

شود تا اطلاعات مربوط به هر سه داده در نظر انجام مي

تر مانند گرفته شود و مشکلات ادغام داده در سطوح پايين

 پيکسل و ويژگي وجود نداشته باشد.

 
 فلوچارت روش پيشنهادي

 

 يژگياستخراج و -2-1

هاي دامنه، هاي راداري تک پلاريزه دادهدر مورد داده

هاي اين داده بکار برده مي فاز و شدت به عنوان ويژگي

، همه يفيچندط يياماهوارهر ينه تصويدر زمشوند. 

ز مورد ين يژگيتواند به عنوان وين داده ميا يباندها

 يهايژگين باندها، ويرد. علاوه بر اياستفاده قرار گ

 ر است:ين داده شامل موارد زياز ا ياستخراج

 ياهيگ يهاشاخص -2-1-1

-داده برايمورد استفاده  ياهيگ يهااز جمله شاخص

 ر اشاره کرد:يموارد ز توان بهيم يفيچندط يها

ر اساس ن شاخص بي: ا1(RVI) ياهيشاخص نسبت گ

پوشش  يساده باندها بوده و در مناطق دارا يريگنسبت

 راي. ز[13] باشديم يشتريب ريمقاد يحاو ،ياهيگ

در  کيمربوط به باند قرمز و مادون قرمز نزد يهابازتاب

به  يکينسبتاً نزد ريمقاد يدارا ياهيمناطق بدون پوشش گ

 ريادمق ياهيپوشش گ يدر مناطق دارا يول باشنديهم م

 .باشنديم شتريب کيباند مادون قرمز نزد

(1) R
RVI

NIR
 

                                                           
1 Ratio Vegetation Index 

نسبت : 2(NDVI) نرمال شده يتفاضل ياهيشاخص گ

ل يباشد و دلياهان حساس ميگ ينگيا سبزيل يبه کلروف

و  يمحدوده مرئن امواج در ييآن جذب بالا و انعکاس پا

امواج در محدوده مادون قرمز  ين و انعکاس بالاييجذب پا

 يبرا NDVIر ين مقادي. بنابرا[21] باشديک مينزد

اد يز ،باشنديسبز رنگ م ياهيپوشش گ يدارا که يمناطق

 باشد.يمناطق کم م يمابق يو برا

(2) NIR R
NDVI

NIR R





 

 ييهادر مکان: 9 (SAVI)ل خاکيتعد ياهيشاخص گ

بدون پوشش  ين خاکيکم است و زم ياهيکه پوشش گ

زان بازتاب نور در باند قرمز و مادون قرمز يوجود دارد، م

 يهارا خاکيرا دچار مشکل کند. ز ياهيتواند شاخص گيم

 ينرو شاخص برايدارند، از ا يمتفاوت يهامتفاوت بازتاب

 ييروشنار يح تاثيارائه گشت تا در جهت تصح NDVIاصلاح 

 کم است استفاده گردد ياهيکه پوشش گ يخاک در زمان

 ياست، اما دارا NDVIه يار شبيبس SAVI. ساختار [21]

 خاک است. ييح روشنايفاکتور تصح

(9) (1 )
NIR R

SAVI L
NIR R L


  

 
 

                                                           
2 Normalized Difference Vegetation Index 
3 Soil Adjusted Vegetation Index 
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(: MSAVI)1 ياهيل خاک گيافته تعديرييشاخص تغ
 NDVIباشند که شاخص يم يدنبال عمل کردن در مناطق

بدون عارضه  يخاک يهانيزم يعنيت است، يمحدود يدارا
. مشکل شاخص [22] شودين شاخص دچار مشکل ميکه ا

SAVI ييح روشناين فاکتور تصحييدر تع ( خاکL است )
نکه در ين اييجه تعيشود. در نتين مييکه توسط اپراتور تع
 يمناسب است، دارا Lچه مقدار  ياهيچه حد پوشش گ

 ست.يمحاسبه ن يبرا يروش مناسب

(9) 1 (1 )
NIR R

MSAVI L
NIR R L


  

 
 

 يرنگ يفضاها -2-1-2

ن يو سبز در ا يقرمز، آب يها: مولفهYIQ يرنگ يفضا
( Q,Iگنال رنگ)ي( و دو سY)ييگنال روشنايک سيستم يس
و سه باند  Qو  I,Y يهاگنالين سي. ب[29] کننديد ميتول

R,G  وB  باشدير برقرار ميرابطه ز 

(5) 
0.299 0.587 0.114

0.595716 0.274453 0.321263

0.211456 0.522591 0.311135

Y R

I G

Q B

     
     

  
     
          

 

است که خلوص  يتيخصوص HSI2 :Hue يرنگ يفضا
زان دخالت نور يم Saturationکند، ين مييرنگ را تع

با  ييت روشنايکند و در نهاين مييد را در رنگ تعيسف
شود. نحوه بدست آوردن ياستفاده م Intensityپارامتر 

 ي( و آبGسبز )(، Rقرمز ) يهابا استفاده از باند HSIمدل 
(Bتصاو )مشاهده کرد. [29]ق يتوان در تحقير را مي 

 luminanceن فرمت، اطلاعات ي: در اYCbCr يرنگ يفضا
ره يذخ Crو  Cbدر قالب دو جز  يو اطلاعات رنگ Yدر قالب 

 Crبا مقدار مرجع و  ين باند آبين تفاوت بيمب Cbشوند. يم
 باشد.ين جز قرمز با مقدار مرجع مين تفاوت بيمب

(1) 
16 65.481 128.533 24.966

128 37.797 74.203 112.000

128 112.000 93.786 18.214

Y R

Cb G

Cr B

       
       

   
       
               

 

 هاي آماري مرتبه اول و دومويژگي -2-1-3

ستوگرام ياساس همرتبه اول بر يآمار يگرهافيتوص
 يا احتمال رخداد درجات خاکسترير و يک تصويشدت 

                                                           
1 Modified Soil Adjusted Vegetation Index 
2 Hue, Saturation, Intensity 

مختلف را محاسبه  ير پارامترهاي( در سطح تصو1)رابطه 
 ند.ينمايم

(1) ( )
( ) i

i

N z
p z

N
 

مرتبه اول تنها با استفاده از  يآمار يگرهافيتوص
در مورد  يچ اطلاعاتيگردند و هير محاسبه ميتصو ستوگراميه

. [29] دهنديار کاربر قرار نميها در اختکسليپ يت نسبيموقع
ها ع آنيها علاوه بر توزشدت يت نسبياما در نظر گرفتن موقع

 به موارد زير اشاره کرد.توان از اين جمله مي باشد.يمهم م
هاي محلي گيري ميزان تفاوت: معياري براي اندازه9کنتراست

 [.29] هاي آن استدرجات خاکستري يک پيکسل و همسايه

(8) 2

1 1

( )

k k

ij

i j

Contrast i j p

 

  

خلاف کنتراست به قطر همگني: در برآورد اين معيار، بر
شود و نزديکي مکاني توزيع اصلي وزن بيشتري داده مي

نمايد. اين معيار براي گيري ميرا به قطر اندازه Gعناصر در 
هاي همگن بزرگي دارند و يا داراي تصاويري که بخش
 .[19] باشند، مقدار بيشتري داردکنتراست پاييني مي

(3) 
1 1

1

k k
ij

i j

p
Homogeneity

i j
 


 

 

: عيار اتفاقي بودن توزيع زوج درجات 9نتروپيآ
هاي درايهخاکستري است. اين معيار براي توزيع همگن 

رين مقدار را خواهد داشت. تشرويدادي، بيماتريس هم
دهنده بافت ناهمگن تصوير و بنابراين آنتروپي بالا نشان

 .[29] دهنده بافت همگن استآنتروپي پايين نشان

(11) 2

1 1

log

k k

ij ij

i j

Entropy p p

 

  

: معيار وابستگي خطي در يک تصوير است 5همبستگي
دهنده رابطه خطي ( نشان1و مقادير بالاي آن )نزديک به 

ها و در يک تصوير ميان درجات خاکستري جفت پيسکل
 [.29] باشدمي

(11) 
2

1 1

( )( )k k
r c ij

i j

i m j m p
Correlation

 

 
 

نرمي تصوير گيري ميزان پارامتري براي اندازه انرژي:
 [.21] شودباشد و از رابطه زير محاسبه ميمي

                                                           
3 Contrast 

4 Entropy 
5 Correlation 
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(12) 2

1 1

k k

ij

i j

Energy p

 

  

 هاي استخراجي از داده ليدارويژگي -2-1-4

دار يفاصله ل يهادادهنرمال شده:  يسطح يمدل رقوم

ن به همراه تمام يه از سطح زميک رويم يبه صورت مستق

 يبه آن مدل رقوم، که آن يرو يو مصنوع يعيعوارض طب

دهند. با يار ما قرار ميدر اخت شود،يگفته م 1سطح

)مدل ن يه لخت و بدون عوارض سطح زميمحاسبه رو

 يگر مهم و ارزشمندفيتوان به توصيم 2(يارتفاع يرقوم

 يافت که تنها شامل عوارض دارايدست  nDSMبه نام 

 .[29] ن استيسطح زم يارتفاع رو

(19) 𝑛𝐷𝑆𝑀 = 𝐷𝑆𝑀 − 𝐷𝑇𝑀 

هاي ليدار به منظور استخراج مدل رقومي زمين از داده

از اپراتورهاي مورفولوژي استفاده شده است. جزئيات 

 [ قابل مشاهده است.25مربوط به اين روش در تحقيق ]

زر ي: امواج لNDI9 نرمال شده يشاخص تفاضل

عبور کرده و توسط  ياهيتوانند از منافذ پوشش گيم

 يار مهميشاخص بس NDIتر منعکس گردند. نييسطوح پا

 هاست.و لبه ساختمان ياهياستخراج پوشش گ يبرا

(19) FirstPulse LastPulse
NDI

FirstPulse LastPulse





 

و يک  9×1شيب: براي محاسبه شيب از يک کرنل 

شود تا شيب در دو راستاي عمودي استفاده مي 1×9کرنل 

تواند به تفکيک گر ميو افقي بدست آيد. اين توصيف

 .[21] ها از درختان کمک شاياني نمايدساختمان

و يک نقطه خاص درنظر  DTMجهت شيب: اگر سطح 

گرفته شوند، آن نقطه در جهات مختلف نسبت به خط عمود 

بيشترين مقدار اين  داراي زواياي مختلفي است. DTMبر 

باشد که نشان دهنده شيب زمين در آن زوايا، زاويه شيب مي

دهد . آزيموت اين خط جهتي را نشان مي[21] نقطه است

 گويندمي Aspectکه شيب سطح به آن سمت است و به آن 

(15) 1tan

f
xAspect

f
y



 
   
  

 

                                                           
1 Digital Surface Model (DSM) 

2 Digital Terrain Model (DTM) 
3 Normalized Difference Index 

زبري ميزاني براي تعيين بافت سطح است : 9ميزان زبري
با تعيين ميزان تغييرات عمودي بر سطح نسبت به سطح و 

شود. در صورتي که اين تغييرات زياد صاف واقعي تعيين مي
 [.21] باشد سطح زبر و در صورت کم بودن نرم است

(11) 
1

1
| |, {1,2,...,9}

n

a i

i

R z n
n 

 
 

ملگر لاپلاس عملگر ديفرانسيلي مرتبه دوم علاپلاسين: 
کند و برابر اقليدسي عمل ميبعدي -nاست که بر فضاي 

 [.21] است با ديورژانس

(11) 
2

2

2
1

n

i i

f
f f

x


   


 

ها براساس الگوريتم بهينه انتخاب ويژگي -2-2

 سازي کلوني مورچگان

الگوريتم بهينه سازي براساس کلوني مورچگان يکي از 
هاي مبتني بر هوش جمعي است. کلوني مورچگان از روش

اند که رفتار آنها واکنشي به ها تشکيل شدهگروهي از مورچه
درک آنها از محيط است. تعامل بين ذرات در کلوني 

پذيرد. ارتباط غير ها به صورت غيرمستقيم انجام ميمورچه
ها به دو صورت امکان پذير است: ارتباط مستقيم بين مورچه

جوي واز طريق يک ماده شيميايي به نام فرومون در جست
ارتباط به کمک تغييرات فيزيکي محيط در حين غذا يا 

ساخت قبرستان، لانه و مراقبت از کودکان. تاکنون از روش 
بهينه سازي برمبناي کلوني مورچگان به منظور انتخاب 

هاي بهينه در داده هاي سنجش از دوري به ويژه ويژگي
ابرطيفي و در انتخاب پارامترهاي بهينه طبقه بندي کننده 

يات بيشتر يبان استفاده شده است. جزئپشت ماشين بردار
 [.28اين روش در تحقيقات فراوني قابل مشاهده است ]

پارامترهاي اين روش براي انتخاب بهترين زيرمجموعه 

از فضاي ويژگي براي اين تحقيق به شکل زير انتخاب 
، 21ها=، تعداد مورچه51شدند: تعداد تکرار=

9.0,6.0,05.0  . 

 مورد استفاده يطبقه بند يهاروش -2-3

نه و به منظور يبه يژگيو يفضا يبه منظور طبقه بند
مختلف، سه روش طبقه  يهامياز تصم ياد مجموعهيتول
 رند.يگير مورد استفاده قرار ميبه شرح ز يبند

                                                           
4 Roughness 
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سازي آماري اين روش که براساس مدل ن شباهت:يشتريب

 .شودنمايش داده مي MLکند، در اختصار با ها عمل ميداده

کلاس هر نمونه را براساس ميزان شباهت  MLکننده بنديطبقه

کند. هاي آن کلاس تعيين ميمدل آن نمونه به مدل واقعي داده

-هاي نرمال چندمعمول از مدلبندي به طوراين روش طبقه

عنوان بعد به nعضوي با  mاي متغيري گوسين براي مجموعه

کند. تابع چگالي احتمال گوسين يا تابع مرکزي استفاده مي

PDF  شود:نمايش داده مي18مطابق رابطه 

(18) 2

)()(

],[

1

)det()2(

1
mxCmx

ncm

T

e
c

g

 

 

ها براي هر يک از کلاس در اين روش، محاسبه احتمال

هاي ورودي به الگوريتم، براساس تئوري بيز است. اين داده

تعلق هر داده به تمامي تئوري سعي در محاسبه احتمال 

هاي موجود دارد تا کلاس داراي بيشترين درجه کلاس

 .[23] احتمال را کلاس برنده معرفي کند

k-يکي از پارامترهاي اساسي : يگين همسايکترينزد

ترين است که تعداد نزديک kپارامتر  K-nnدر هر الگوريتم 

کند. براي شده را بيان ميهاي در نظرگرفتههمسايگي

بندي يک نمونه نامعلوم، فاصله نمونه مورد نظر تا طبقه

نمونه از  kهاي معلوم يا آموزشي محاسبه و به تعداد نمونه

شود. در ادامه، از ها انتخاب ميترين همسايگينزديک

شده، براي تعيين کلاس نمونه انتخاب kکلاس برنده در 

 .[91] شودنمونه نامعلوم استفاده مي

هاي بردار پشتيبان يکي ماشين بان:ين بردار پشتيماش

اند که به اختصار شده خطيبندي نظارتهاي طبقهاز روش

SVM شود و اولين بار توسط  يخوانده مBoser  و

Vapnikدر تعريف ساده، [91] معرفي شدند .SVM  را

وسيله يک توان الگوريتمي دانست که طي آن دو کلاس بهمي

هاي آموزشي تعريف صفحه چندگانه جداکننده که روي داده

-شوند. چنين مرز تصميمشود، از هم جدا و مشخص ميمي

ها را دارد، با بندي درست همه نمونهگيري که توانايي طبقه

 آيد:دست مير بهيسازي مقيد مطابق رابطه زحل مسئله بهينه

(13) 
1)(:Subject to

2

1
:

2

 bxwy

wMinimize

i

T

i

 

هاي بردار روش طبقه بندي ماشينجزييات بيشتر 

[. 92پشتيبان در تحقيقات مختلف بررسي شده است ]

روش مورد استفاده در اين تحقيق روش ماشين بردار 

پشتيبان چندکلاسه يک در مقابل همه است که براي 

هاي سنجش از دوري با بيش از دو کلاس طبقه بندي داده

-ه روشدر دست SVMباشد. از آنجا که روش مناسب مي

گيرد کرنل هاي برمبناي هسته مرکزي يا کرنل قرار مي

 باشد.مي RBFمورد استفاده در اين تحقيق 

(21) )exp(),(
2

xxxxK   

 وزندار يج براساس حداکثر رأيادغام نتا -2-4

ها و ادغام کنندهبندياي از طبقهفرايند ايجاد مجموعه

تر از به نتايج دقيق منظور دستيابينتايج آنها با يکديگر به

کار برده شده، ادغام هاي بهکنندهبنديهر يک از طبقه

ها نام دارد. روش ادغام مورد ها يا تصميمکنندهبنديطبقه

استفاده در اين تحقيق روشي مبتني بر تئوري حداکثر 

کننده بندياست. در اين روش با تصميم هر طبقه 1رأي

در اين روش اگر همه  شود.صورت يک رأي برخورد ميبه

ها وزن و دقت يکساني داشته باشند، کنندهبنديطبقه

ها براي يک نمونه ورودي، کنندهبنديتصميم تمام طبقه

با وزن يکسان در نظر گرفته شده و تصميم با بيشترين 

-عنوان کلاس برنده براي نمونه ورودي معرفي ميرأي به

ر طبقه بندي شود. ولي از آنجا که در روش پيشنهادي ه

شود. در دقت متفاوتي دارد از شيوه وزندار استفاده مي

هايي که کنندهبنديوضعيت مذکور، نقش يا وزن طبقه

-شود، درگيري بيشتر ميدقت بيشتري دارند، در رأي

هاي با دقت کمتر وزن کمتري را کنندهبنديکه طبقهحالي

 .[99] کننددر ادغام دريافت مي

(21) j

M

j

ijj bdxg 
1

)( 

jb کننده است که براي بنديوزن مربوط به هر طبقه

هر  (OA)روش پيشنهادي در اين تحقيق از دقت کلي 

 طبقه بندي کننده به عنوان وزن آن استفاده شده است.

 داده مورد مطالعه -3

به منظور ارزيابي روش پيشنهادي، مجموعه داده ايي 

، WorldView-2شامل تصوير چندطيفي سنجنده 

و ليدار از منطقه  TerraSAR-Xسنجنده راداري 

                                                           
1 Majority Voting 
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سانفرانسيسکو در ايالات متحده مورد استفاده قرار گرفته 

است. هر سه داده داراي قدرت تفکيک مکاني يک متر 

و  2111اداري در اکتبر هاي نوري و رباشند که دادهمي

 جمع آوري شده است. 2111داده ليدار در ژوئن 

 ب  الف 

 worldview-2الف( داده ليدار و ب( تصوير چندطيفي  -1شکل

هايي و پيش پردازش اندهر سه داده هم مرجع شده

شده مانند تصحيحات هندسي و حذف نويز روي آنها انجام 

دهد. از اين سه را نمايش مي مورد نظر  داده 1است. شکل 

داده، دو منطقه به منظور بررسي روش پيشنهادي انتخاب 

هاي ساختمان، جاده، شده است که داده اول شامل کلاس

درخت و زمينه است و داده دوم براي بررسي کلاس 

 باشد.درخت مي

همراه  دو منطقه انتخابي در هر سه داده را به 2شکل 

ها به منظور دهد. از اين دادهواقعيت زميني آنها نمايش مي

موزشي و تست استفاده مي شود. به هاي آايجاد داده

منظور حذف نويز اسپکل از داده رادار، روش فيلتر ميانه 

هاي مرجع به عنوان دادهداده %11[. 99بکار برده شد ]

تفاده هاي تست اسهاي آموزشي و مابقي به عنوان داده

ير انتخاب هاي مختلف تصوشدند. هر دو نوع داده از قسمت

 شدند و به صورت مکاني غيروابسته مي باشند.

    
 ت پ ب الف

   
 

 ر ز د ج

هاي چندطيفي، ناحيه اول و ج، د، ر و ز( به ترتيب داده هاي چندطيفي، ليدار، رادار و واقعيت زميني مربوط بهالف، ب، پ و ت( به ترتيب داده -2شکل

 ليدار، راداري و واقعيت زميني منطقه دوم

 

 پياده سازي و ارزيابي نتايج -4

در تحقيق پيش رو به منظور ارزيابي نتايج طبقه 

شود. پارامترهاي هاي ابهام استفاده ميبندي، از ماتريس

کلي و ثابت کاپا به عنوان معيارهاي دقت بکار برده دقت 

 خواهند شد.

 نتايج براي ناحيه اول -4-1

 يهايژگين مرحله وي، در اوليشنهاديمطابق با روش پ

شوند. سپس  يهر سه داده استخراج م يشده رو يمعرف

موعه رمجين زيمورچگان بهتر يکلون ينه سازيتم بهيالگور

ن ياز ا يتعداد 9کند. شکل يم يها را معرفيژگياز و

 دهد.يش ميرا نما يانتخاب يهايژگيو
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 ت پ ب الف

    
 ز ر د ج

، nDSMهاي انتخابي از داده ليدار شامل ج(و ويِژگي NDVI، پ( واريانس و ت( HSI ، ب(SAVIهاي انتخابي داده چندطيفي الف( ويژگي -9شکل

 د(شيب، ر(زبري و ز(لاپلاسين

 

هاي موجود روي اين روش در نهايت از تمامي ويژگي

هر سه داده به همراه تمامي باندهاي موجود در داده 

ويژگي را به عنوان  91چندطيفي، رادار و ليدار در نهايت 

در  فضاي ويژگي بهينه انتخاب کرد که تعدادي از آنها

 نمايش داده شده است. 9شکل 

، (ML)سپس سه روش طبقه بندي بيشترين شباهت 

و نزديکترين همسايگي  (SVM)ماشين بردار پشتيبان 

(KNN)  .براي طبقه بندي فضاي ويژگي بهينه بکار رفتند

حاصل از اين  روش ادغام رأي گيري وزندار نتايج در نهايت

دقت  1م کرد. جدول ها را با يکديگر ادغاطبقه بندي کننده

 دهد.هاي نامبرده شده نمايش ميکلي و کاپا را براي روش

هاي طبقه بندي و ادغام آنها براي ناحيه اول نتايج روش -1جدول

 برحسب درصد

ادغام 

 وزندار
SVM KNN ML  

 دقت کلي 92/88 18/81 12/31 83/35 

 کاپا 12/85 91/89 52/81 92/32

 

ماشين بردار پشتيبان مورد استفاده در اين تحقيق به 

عنوان يک روش طبقه بندي چندکلاسه بکار برده شد. از 

هاي موجود، تحقيقات پيشين نشان داده است ميان کرنل

تري کرنل دقيق Radial Basis Function (RBF)که کرنل 

 باشد.مي

در اين روش پيشنهادي از اين کرنل استفاده شده 

ترهاي کرنل و طبقه به منظور يافتن بهترين پارماست. 

 Grid Searchروش جستجوي شبکه  بندي کننده، از

 در محدوده Cاستفاده شده است. فضاي جستجو براي 

]2,2[ 102   و براي پارامتر  2,2[در محدوده[ 210 

 باشد.مي

دهد که اگرچه هر نشان مي 1بررسي نتايج جدول 

طبقه بندي کننده به تنهايي نتيجه قابل قبولي بدست 

آورده است اما ادغام وزندار آنها بيشترين ميزان دقت را با 

 درصد بدست آورده است. 38/35

-کننده يطبقه بند يبهبود دقت روش ادغام وزندار برا

ن بردار يو ماش يگين همسايکترين شباهت، نزديشتريب يها

درصد بوده است. با  81/9و  21/3، 5/1ب يتبان به ترتيپش

-نيکننده ماش يطبقه بند ينيش بيتوجه به دقت قابل پ

 يهار روشيسه با ساين روش در مقايبان، ايبردار پشت يها

 بدست آورده است. يشتريدقت بي طبقه بند
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هاي طبقه بندي مختلف را نتايج دقت روش 9شکل 

دهد. بررسي دقيق نمايش ميبراي چهار کلاس ناحيه اول 

ها دهد روش ادغام براي اغلب کلاساين شکل نشان مي

بيشترين دقت را حاصل کرده است اگرچه در مورد کلاس 

درخت روش طبقه بندي ماشين بردار پشيتبان دقت 

بيشتري در مقايسه با روش ادغام ايجاد کرده است. اين 

و تست اين  هاي آموزشيتواند به تعداد کم دادهموضوع مي

 کلاس مرتبط باشد.

 
هاي ها براي کلاسمقايسه نتايج دقت طبقه بندي کننده -9شکل

 مختلف

تصوير حاصل از طبقه بندي به روش ادغام  5شکل 

 دهد.وزندار طبقه بندي کنندها را نمايش مي

 
 تصوير حاصل از ادغام طبقه بندي کنندها براي ناحيه اول -5شکل

 

 نتايج براي ناحيه دوم -4-2

به منظور ارزيابي هر چه بيشتر روش پيشنهادي در 

اين تحقيق، نتايج براي ناحيه دوم نيز اجرا و مورد بررسي 

از  هاقرار گرفت. مشابه ناحيه اول پس از استخراج ويژگي

هر سه داده، روش انتخاب ويژگي هاي بهينه کلوني 

ويژگي بهينه را انتخاب کرد.  21مورچگان در نهايت 

 نمايش داده شده است. 1ها در شکل تعدادي از اين ويژگي

 ينه، مطابق آنچه برايها بهيژگيپس از انتخاب مجموعه و

 ربردا يهانيماش يه اول اجرا شد، سه روش طبقه بنديناح

 يبرا يگين همسايکترين شباهت و نزديشتريبان، بيپشت

جدول  بکار برده شدند. يانتخاب يژگيو يفضا يطبقه بند

هاي انفرادي و ادغام نتايج مربوط به طبقه بندي کننده 2

-وزندار آنها را تحت روش وزندار حداکثر رأي نمايش مي

 دهد.

 

    
 ت پ ب الف

    
 ز ر د ج

، nDSMهاي انتخابي از داده ليدار شامل ج(و ويِژگي NDVI، پ( واريانس و ت( HSI ، ب(SAVIهاي انتخابي داده چندطيفي الف( ويژگي -1شکل

 د(شيب، ر(زبري و ز(لاپلاسين
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ناحيه دوم هاي طبقه بندي و ادغام آنها براي نتايج روش -2جدول

 برحسب درصد

ادغام 

 وزندار
SVM KNN ML  

 دقت کلي 99/83 19/85 91/39 1/38 

 کاپا 22/81 12/89 5/31 82/39

 

مربوط به ناحيه  نيز بر نتايج 2تايج حاصل از جدول ن

درصد  1/38کند. روش ادغام وزندار با دقت اول تاکيد مي

بيشترين دقت را در مقايسه با طبقه بندي کننده هاي 

SVM،ML  وKNN هاي بدست آورده است. در ميان روش

طبقه بندي نيز همچنان ماشين بردار پشتيبان دقت 

تصوير نهايي حاصل از  1بيشتري بدست آورده است. شکل 

ي شناسايي درختان انتخاب ادغام را براي ناحيه دوم که برا

 دهد.شده بود، نمايش مي

 
 تصوير حاصل از ادغام طبقه بندي کنندها براي ناحيه دوم -1شکل

 

به منظور انجام ارزيابي بيشتر روش پيشنهادي، هر 

هاي ليدار، نوري و راداري براي ناحيه اول )به کدام از داده

اين عنوان نمونه( بصورت مجزا طبقه بندي شدند. به 

ترتيب امکان مقايسه نتايج روش پيشنهادي که طبقه 

هاي مختلف را روي فضاي ويژگي حاصل از بندي کننده

برد، با نتايج طبقه بندي هر داده مجموع سه داده بکار مي

شود. به اين منظور طبقه بندي بصورت مجزا فراهم مي

کننده ماشين بردار پشتيبان که بيشترين دقت را در ميان 

ه است به عنوان دها بدست آورطبقه بندي کنندهساير 

 شود.روش طبقه بندي پايه در نظر گرفته مي

ها براي هر داده، پس از انتخاب مناسبترين ويژگي

نتايج طبقه بندي به روش ماشين بردار پشتيبان براي هر 

نمايش داده شده  9سه داده به صورت مجزا در جدول 

بندي براي هر سه داده است. نتايج اين جدول دقت طبقه 

بررسي نتايج اين  دهد.را براي دو ناحيه مذکور نشان مي

دهد، داده چندطيفي دقت بيشتري را جدول نشان مي

ها بدست آورده است درحالي که داده نسبت به ساير داده

 راداري کمترين دقت را حاصل کرده است.

 صورت مجزابراي هر سه داده ب SVMنتايج طبقه بندي به روش  -9جدول

داده 

 چندطيفي
 ناحيه داده ليدار داده راداري

 ناحيه اول 55/81 99/13 13/81

 ناحيه دوم 92/83 51/11 21/81

 

 2با نتايج حاصل از جدول  9مقايسه نتايج جدول 

دهد، ادغام اين سه داده باعث بهبود دقت طبقه نشان مي

باشد. اين هاي مجزا ميبندي در مقايسه با استفاده از داده

بهبود براي داده راداري بيشترين مقدار و براي داده نوري 

 کند.  کمترين مقدار بهبود را ايجاد مي

هاي ابهام طبقه به منظور بيان جزييات بيشتر، ماتريس

بندي کننده ماشين بردار پشتيان بکار رفته براي هر داده 

نمايش داده شده است. بررسي بيشتر  1و  9،5در جداول 

دهد در مورد کلاس ساختمان، داده ن جداول نشان مياي

هاي نوري و طيفي ليدار دقت بيشتري نسبت به داده

داشته است. اين نکته به ماهيت فيزيکي داده ليدار اشاره 

دارد که با اندازه گيري اطلاعات ارتفاعي داده مناسبتري 

براي استخراج ساختمانهاست. در حالي که براي کلاس 

ها طيفي دقت بيشتري نسبت به ساير داده جاده، داده

 کند.ايجاد مي

 
 براي داده راداري SVMماتريس ابهام طبقه بندي به روش  -9جدول

 زمينه 81951 1918 11992 19111

 درخت 1191 2921 313 591

 ساختمان 11339 118 11999 9115

 جاده 12832 955 9138 11111

98.91 15.59 93.99 11.81 User 

Accuracy 

 
 براي داده ليدار SVMماتريس ابهام طبقه بندي به روش  -5جدول

 زمينه 83893 819 9191 12188

 درخت 1919 9211 122 919

 ساختمان 8111 292 81151 2191

 جاده 12591 299 1811 21938

51.13 32.91 11.12 13.33 User 

Accuracy 
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 براي داده نوري SVMماتريس ابهام طبقه بندي به روش  -1جدول

 زمينه 111999 592 8932 8319

 درخت 153 9589 33 229

 ساختمان 1111 15 85591 923

 جاده 8538 219 233 21155

19.91 31.18 89.82 31.13 User 

Accuracy 

 نتيجه گيري و پيشنهادات آينده -5

هاي راداري و استفاده از آنها براي استخراج تفسير داده

به دلايلي نظير سيستم پيچيده اين عوارض زميني 

سنجنده، وجود نويز اسپکل و ماهيت متفاوت آنها نسبت 

باشد. از اين رو استفاده از تر ميهاي نوري مشکلبه داده

هاي هاي نوري به عنوان داده تکميلي در کنار دادهداده

تواند به بهبود نتايج طبقه بندي کمک شاياني راداري مي

هاي ليدار از ديرباز با توجه به اطلاعات دهبه علاوه دا کند.

ارتفاعي حاصل از آنها براي شناسايي عوارضي مانند 

 هاي شهري بکار رفته اند. ساختمان در محيط

تحقيق پيش رو به منظور شناسايي عوارض زميني از 

هاي چندطيفي، راداري و ليدار بهره جسته تلفيق داده

ادي فضاي ويژگي است. در اولين مرحله از روش پيشنه

مناسب از هر داده استخراج شد و سپس با تکيه بر روش 

بهينه سازي کلوني مورچگان بهترين زيرمجموعه از 

سپس سه روش طبقه بندي  اب شد.ها انتخويژگي

اهت، ماشين بردار پشتيبان و نزديکترين بيشترين شب

همسايگي به منظور طبقه بندي فضاي ويژگي ترکيبي از 

 هر سه داده بکار رفتند. 

در نهايت روش ادغام بر مبناي رأي گيري وزندار نتايح 

اين تحقيق نشان  دي را با يکديگر ادغام کرد. نتايجطبقه بن

دهد استفاده همزمان از اين سه داده در قالب يک مي

هبود دقت طبقه بندي ها به بسيستم ادغام تصميم گيري

 منجر شده است.

روش پيشنهادي استفاده همزمان از سه نوع  هدف

هاي سنجش از دوري )راداري، نوري و متفاوت از داده

از نظر فعال يا غيرفعال بودن،  هاليزراسکنر( است. اين داده

زمان مناسب تصويربرداري، ماهيت داده جمع آوري شده، 

-ها و نوع ويژگيپردازشخطاهاي موجود روي آنها، پيش 

باشند. از خراج از هر يک بسيار متفاوت ميهاي قابل است

تواند چالش مهمي در تحقيقات اين رو تلفيق آنها مي

ها در سطح تصميم سنجش از دوري باشد. ادغام اين داده

گيري به منظور بهبود استخراج عوارض شهري در اين 

 تحقيق مورد بررسي قرار گرفت.

ها تواند بر استفاده از اين الگوريتمنده ميتحقيقات آي

براي مناطق بزرگتر با پيچيدگي عوارض بيشتر تمرکز يابد. 

-ها و فضاي ويژگي ميبه علاوه بهبود طبقه بندي کننده

بهتري را ايجاد کند. تحقيقات آينده همچنين  تواند نتايج

هاي فازي به منظور شناسايي هر چه تواند بر سيستممي

 ارض زميني تمرکز کند.بهتر عو
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