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Abstract

Most of the land use change modelers have used to model binary land use change rather than multiple land
use changes. As a first objective of this study, we compared two well-known LUC models, called classification
and regression tree (CART) and artificial neural network (ANN) from two groups of data mining tools, global
parametric and local non-parametric models, to model multiple LUCs. The case study is located in the north of
Iran including cities of Sari and QaemShahr. Urban and agricultural changes over a period of 22 years between
1992 and 2014 have been model. Results showed that CART and ANN were effective tools to model multiple
LUCs. While it was easier to interpret the results of CART, ANN was more effective to model multiple LUCs.
In earlier studies, despite using CART, the extraction of effective factors of LUCs using a precise index has not
been considered efficiently. As a second objective, this study performed a sensitivity analysis using variable
importance index to identify significant drivers of LUCs. While ANN was a black box for sensitivity analysis,
CART identified significant delivers of LUCs easy. The results showed that the most important factors were
distance from urban areas and rivers while aspect was the least effective factor. As a third or final objective of
this study, the recently modified version of receiver operating characteristics (ROC) called total operating
characteristic (TOC) as well as ROC were used for accuracy assessment of CART and ANN. The area under the
ROC curves were 78% and 75% for urban changes for ANN and CART maodels, respectively. The area under the
ROC curves were 72% and 65% for agricultural changes for ANN and CART models, respectively. We found
that although TOC and ROC were similar to each other, TOC proved more informative than conventional ROC
as a goodness-of-fit metric. The outcome of this study can assist planners and managers to provide sustainability
in natural resources and in developing a better plan for future given the needs to understand those contributing
factors in urban and agriculture changes.
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1. Introduction

A city is a complex system where humans
interact through their activities with the
environment [1]. The reaction of cities against
these activities has accelerated expansion of
urban areas introducing a phenomenon known as
land use change (LUC). It is widely known [2, 3,
4, 5] that LUC is a very complex process with
multiple drivers of LUC operating on a variety of
spatio-temporal levels including demographic
(e.g., population growth), economic (e.g., gross
domestic product, [6]), bio-physical (e.g.,
elevation and soil), institutional (e.g., policies)
and cultural issues [7].

LUC leads to changes in climate [8],
economy [9], food security [10], biodiversity
and ecosystem, which are threats to human life
and well-being. Therefore, many earth,
environmental and atmospheric  science
applications are concerned about spatial
distribution of land use such as agriculture,
forest and urban [11, 12]. During the last three
decades, urbanization in Iran has led to the
expansion of housing and industry into
previously open, low-populated areas that were
originally natural areas and agricultural lands
[13, 14]. As a result, disturbance of
agricultural and forest areas has affected food
safety of human populations and reduced
biodiversity [15]. Some recovery of forests
from shrub lands and abandoned agricultural
land has occurred recently [16].

Different disciplines (e.g. economics,
engineering, and environmental science) have
applied a variety of data mining tools to extract
underlying patterns of data [17]. Data mining
methods generally include four groups [18]:
global and local models each of which can be
either parametric or non-parametric. Global
models perform modeling using all available
data while local models divide the data into
separate subsets and fit separate models on
each of the subsets. Parametric models have a
fixed structure before the modeling process
starts and they are model driven [18] while
non-parametric models are data driven and
usually do not have a fixed model structure or
their model structure is unknown before the
modeling process [18]. These four groups of
models have been applied to quantify the
relationship between dependent and multiple
independent variables of LUC.

Among these four groups of models, global
parametric models (GPMs) and local non-

parametric models (LNPMs) have often been
applied in various disciplines. As an example
of GPMs in land change science, Tayyebi et al.
(2008) [4] and Pijanowski et al. (2014) [19]
used artificial neural network (ANN) to model
and predict urbanization in Tehran, Iran and
the United States, respectively. Clarke et al.
(1997) [20] used a cellular automaton (CA)
model, called SLEUTH, to predict urbanization
in the San Francisco Bay. Shan et al. (2008)
[21] used genetic algorithms to enhance the
efficiency of transition rule calibration in CA
urban growth modeling. Finally, Pontius and
Batchu (2003) [22] used IDRISI software to
simulate land cover change in India and assess
the power of IDRISI software. Classification
and Regression Tree (CART, [23]) is a LNPM
that has been widely used in data mining,
including predicting business failure [24] and
hypertension in people [25].

GPMs and LNPMs have their advantages
and disadvantages. GPMs can characterize
LUC as earlier studies have shown [26]. It has
been shown, if the accuracy of LUC model is
the only concern, that GPMs usually provide
better performance than LNPMs [27].
However, GPMs suffer from some limitations
as well. For example, most of the GPMs
assume that the spatial predictors have to
follow a normal distribution for proper
modeling while drivers of LUC rarely have
such distributions [28]. Furthermore, most of
the functions that GPMs use require prior
knowledge about the relationship between
input and output. Auto-correlation is another
common issue concerning spatial predictors
that affect the goodness-of-fit of LUC models
[29]. GPMs usually suffer from auto-correlation
since input variables are not independent from
each other. Further problems arise with GPMs
when more spatial predictors are included in the
modeling process of LUC [30].

Compared to GPMs, LNPMs do not need to
have prior knowledge about the distribution
(i.e., normal distribution) of data, and the form
and parameters of the functions (i.e., linear or
non-linear, means and standard deviations;
[31]). LNPMs work easily with outliers and
have the ability to detect them in modeling [32].
Moreover, the model structures of the LNPMs
are not fixed and the model typically grows to
fulfill the complexity in data [33]. LNPMs are
able to detect non-linear relationships in data,
variable selection, data transformation and
variable reduction [34]. LNPMs usually have a
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simple structure which can be easily understood
and interpreted [35]. To date, very few studies
have compared the potential of LNPM and
GPM to model LUC [18].

The first objective of this study is to model
multiple LUCs using CART and ANN in order
to explore the interactions and competitions
between multiple LUCs. The study was
conducted in the north of Iran including cities
of Sari and QaemShahr. We specifically
modeled urban and agriculture changes over a
period of 22 years between 1992 and 2014.
Few studies have been focused on multiple
land use change modeling (e.g., Verburg et al.,
2001 [36]; Li and Yeh 2002 [37]; Ballestores
et al., 2012 [38]; Ralha et al.,, 2013 [39];
Tayyebi and Pijanowski 2014 [27]). While the
previous studies have utilized the CA, ANN,
and CART models, the ability of CART in
variable selection has not been considered as
yet. This advantage of CART would help to
avoid collinearity issue, which is the non-
independence of predictor factors [40], among
the explanatory variables as well as would help
decision makers to identify the most important
influential factors [41]. Therefore, the second
objective of this study is to perform sensitivity

analysis using variable importance index
(VIM) to variable selection.

There is no single calibration metric for
LUC models that can provide unbiased
interpretation of model performance [42].
Thus, many calibration metrics have been
proposed by the LUC community. Among
them, receiver operating characteristic (ROC)
is one of the most common accuracy metric
that has been used in land use science to
calibrate LUC models. ROC compares the
simulated map with the reference map for each
given threshold using contingency table.
However, ROC fails for cases where some
types of error are more important than other
types of error [43]. ROC also fails to reveal the
size of each entry in the contingency table for
each threshold [44]. Pontius and Si (2014) [45]
recently introduced the total operating
characteristic (TOC) to rectify the limitations
of ROC. The third objective of this study is to
calibrate  CART and ANN for modeling
multiple LUCs using ROC and TOC indices.
We specifically compared ROC and TOC for
calibration of urban and agricultural changes.
Figure 1 shows the structure of the paper.

Satellite image (t;)

Satellite image (t;)

Image classification (t;)

Image classification (t;)

Other data sources (t;)

Spatial drivers (t;)

+| Change map (t; and t,)

Sensitivity analysis by
CART

Extraction of
Significant drivers

CART

Error map

Fig. 1: Paper structure

ROC and TOC plots

2. Study Area and Methods
2.1 Study Area

The study area is part of Mazandaran
Province located in northern Iran including two
cities of Sari which is the capital of Mazandaran
Province and QaemShahr. These cities are
located between the northern slopes of the
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Alborz Mountains and southern coast of the
Caspian Sea and have a hot-summer
Mediterranean climate. Winters are cool and
rainy whilst summers are hot and humid. The
region's economy is mostly based on food
production (e.g. milled rice, dairy products,
canned meat, etc.). Sari is the most populous city
of Mazandaran. According to a recent survey in
2011, the population of Sari almost doubled



(from 141,020 in 1986 to 296,417 in 2011). Also,
the population of QaemShahr almost doubled
from 109,288 in 1986 to 196,050 in 2011.

2.2 Classification and Regression Tree

The logical steps of CART model are as
follows: It starts with the entire set of input
drivers at the root node (node at the top of the
tree) and recursively divides the input data
according to the independent variables that
introduce the highest purity, which refers to
the degree to which the leaf nodes (nodes
without children) are made up of cases with
the same land use class, and homogeneity
within the internal nodes. Among the various
variables, a variable is selected for a given
node that can increase node purity. There are
several criteria for data division in each of the
nodes the most notable of which is the Gini
index which is one of the attribute selection
measures for the target variable with nominal
values [46]. The Gini index at node t was
determined using Eq.1:

Gini (t) = z P(W;) x P(W;) (1)

i+j

P(wi) in Eq. 1 is the relative frequency of class
i. The process of tree growth continues until
the highest purity at the leaf nodes (nodes
without children) is achieved.

2.2.1 Identification of Significant Drivers

To determine the importance of each LUC
driver in the modeling process and extract the
most important drivers for decision-making,
we used the VIM. CART implements Eqg. 2 to
identify the relative importance of variables
[47]:

T
VIM(x;) = Znﬁ Gml S(x],t)) (2)
=1

Where n; is the number of observations that
belong to node t of the tree, N is the total
number of observations, n¢N is the proportion
of observations that belong to node t of the
tree, T is the total number of nodes and x; are
spatial drivers of LUCs. AGini is the difference
between the calculated Gini index at node t
and its parent node (Eq. 3, [48]).

AGini (S(x;,t))
= Gini(t) — P,Gini(t;) @)
— B.Gini(t,)

Py and P, are a fraction of the samples which go
which go to the left and right node of node t.

2.3 Artificial Neural Network

Artificial neural networks (ANNS) are data
mining tools capable of capturing non-linear
associations underlying land use
transformations  [49].  The  multi-layer
perceptron, as used in this paper, typically
includes an input, a hidden layer, and an output
layer. These three layers are connected to each
other in a feed-forward manner [18, 49, 51].
During the training, the initial model parameters
are modified repeatedly until model outcomes
represent the observed output as accurate as
possible. ANNSs start by randomly assigning the
weightings and calculating the mean squared
error (MSE), after which the cycle continues
until a terminating criterion is met [52]. The
MSE is measured by calculating the difference
between the output from the network and the
actual output presented in the training phase
[19]. If the level of MSE is not attained, the
error is distributed back to the neurons in the
hidden layer, thus allowing them to update the
weightings and mitigate the error.

2.4 Accuracy and Error Estimation

The primary output of the CART and ANN
models are a suitability map after the training
run. The suitability map shows the suitability
of cells for either persistence or change. The
suitability maps from both models were then
converted to the simulated maps using the
quantity of changes between the two dates. For
this purpose, two referenced land use maps
separated in time (t1 and t2) were compared to
guantify the amount of LUCs and obtain the
referenced change map. To assess the model
performance, the simulated map was compared
with the referenced change map. We used two
well-known calibration metrics including ROC
[22] and TOC [45] to assess the performance
of the both models.

2.4.1 Receiver Operating Characteristic

ROC uses a series of thresholds to convert
the suitability map to the simulated map. The

300

Comparing ANN and CART to Model Multiple Land Use Changes



Journal of Geomatics Science and Technology

values greater than these thresholds in the
suitability map are set to 1 (meaning LUC in
the desired cell) and the other values are set to
zero (meaning non-change in the desired cell).
ROC then compares the simulated map with
the reference map in t; for each given threshold
using the contingency table (Table 1). The
disagreement (false positives, FP and false
negatives, FN) and agreement (true positive,
TP and true negative, TN) rates are the
measure of model performance. After
generating the contingency table (Table 1),
sensitivity (X;) and specificity (Y are
calculated for the entire thresholds to plot the
ROC curve (t indicates the threshold values).
Where sensitivity is the proportion of correctly
predicted change cells, and specificity is the
proportion of correctly predicted no-change
cells [54]. ROC curve consists of connecting
the series of calculated ratios (X: and Y, for
each threshold. The area under curve (AUC)
represents accuracy of the model.

Table 1: Using contingency table to compare simulated
and referenced land use maps

Reference map
Change Non-change
g Change True False Negative
3 Positive (FN)
ki (TP)
g Non- False True Negative
> change Positive (TN)
(FP)
P=TP+FP | Q=FN+TN

2.4.2 Total Operating Characteristic

Although ROC has been frequently applied
in LUC science [15], there have been
numerous studies arguing against using ROC
over the last two decades [45]. One of the most
important limitations is that ROC fails to
reveal the size of each entry in the contingency
table for each threshold. Pontius and Si (2014)
[45] recently suggested total operating
characteristic (TOC) as an alternative to
overcome the limitation of ROC. Although
TOC creates a curve very similar to ROC,
TOC curve is different from ROC curve in
different ways. For example, TOC shows four
members of the contingency table at once on
TOC curve for each threshold [55, 53]. The
TOC is more intuitive than ROC since it
provides results based on the actual units in the
contingency table instead of unit-less values
such as ROC curve. Therefore, TOC shows the
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four members of the contingency table in real
units rather than in percentages as in ROC.

TOC plot shows the total number of cells on
the horizontal axis, P + Q, and the total number
of changed cells in the reference map on the
vertical axis, P. Although TOC has maintained
all the properties of ROC, for each threshold in
the TOC curve, there are four entries in the
contingency tables ([45], Table 1). The X:and Y;
axes in the TOC curve are equal to true positive
+ false negative and true positive, respectively.
To plot the TOC curve (Figure 2), we must first
draw a parallelogram, vertices of which are equal
to (0, 0), (P, P), (Q, 0), and (P+Q, P). P and Q
indicate the number of observations which
underwent changes or no changes between the
two dates, respectively. The unit on both axes
indicates the number of observations, considered
as the number of cells for the given case study.
For example, the horizontal axis varies from 0 to
250 thousand cells, which is the size of the study
area (P + Q). Moreover, the coordinate on the
horizontal axis refers to the number of changed
cells in the simulated map for a given threshold
(True Positive + False Negative). In the same
way, the vertical axis varies from 0 to 30
thousand cells, which is the number of changed
pixels in the reference map. Furthermore, the
coordinate on the vertical axis refers to the
number of cells which are predicted as change
and have been actually changed in the reference
map (TP). Then, TOC curve is drawn by X; and
Y: which were calculated using a contingency
table. For each threshold, four numbers in the
entries of probability table are given in Figure 2.
The area under ROC curve is equal to the ratio of
the area of TOC curve within the parallelogram
to the whole area of the parallelogram.
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Fig. 2: Total Operating Characteristic (Pontiuse and Si, 2014)



3. Data Preparation and  Model
Implementation

3.1 Data Preparation

Since Mazandaran Province has abundant
natural and agricultural resources to feed the
country every year, it is essential to study the
LUC which is in fact a threat to Iran’s natural
resources. The main data sources used in this
study were two Landsat images with 30m by
30m spatial resolution in 1992 (TM) and 2014
(ETM"). The two images were classified into
urban, agricultural, river, forest and barren
classes using maximum likelihood classification
method. The overall accuracies (kappa index) of
image classification for 1992 and 2014 were
85.5% and 89.3%, respectively. Then, land use
change map was obtained by comparing the two
reclassified images (output of CART and ANN).

Factors considered as drivers of change
between 1992 and 2014 were elevation, aspect,
slope, distance to urban, agriculture, river and
road. The spatial drivers used in this study are
common drivers used in previous LUC studies
[56, 57]. Urban areas and land use classes,
including urban, forest, river and agricultural
lands, were extracted from land use map in 1992.
Also, transportation network data were taken
from the OpenStreetMap (OSM) collaborative
database. Digital Elevation Model (DEM) was
downloaded from the Iran National Cartographic
Center website (ASTER with a spatial resolution
of 30 m). Distance maps in1992 were formed
using Euclidean distance function provided in
GIS environment, for urban, forest, river, road,
agricultural variables (inputs of CART and
ANN). Moreover, slope and aspect maps were
calculated using DEM in GIS.

3.2 Model Implementation

CART and ANN use spatial drivers in 1992
and change and no-change areas between 1992
and 2014 as output (Figure 3). The entire study
area contains 269,937 cells. Salford Predictive
Modeler and LTM software were used to
model multiple LUCs and conduct sensitivity
analysis of variables [27]. We divided the
entire study area into training (60%) and
testing (40%) datasets using stratified random
sampling approach [18]. We used 60% of data
to train both models. We then applied the
trained models to the rest of the data to test the
performance of ANN and CART.

I Urban gain .
[ Agriculture gain i' S
[ No- change il

* Datum: WGS_1984
Projection system: UTM, zone 39N

T — et
0 30508100 12200 18300 24,400

Fig. 3: Land use change map of the study area
between 1992 and 2014

4. Results

4.1 Training run of ANN

ANN contains an input layer including
explanatory variables, a hidden layer, and an
output layer. The input layer has seven nodes
corresponding to seven predictor variables.
According to Kolmogorov’s theorem [58], if n
is the number of neurons in the input layer, 2n
+ 1 hidden nodes can guarantee the perfect fit
of any continuous functions so fifteen units
was chosen for hidden layer. The output layer
includes two nodes corresponding to our target
land use classes, urban and agriculture. The
MSE starts around 0.2 and drops thorough 100
cycles. We stopped training at 400 cycles
where the MSE was 0.015.

4.2 Variable Importance Index

VIM index numbers have been calculated
in the range of 0 to 100 (Figure 4). Distance to
urban areas was the most important factor in
the LUC. This variable is followed by the
distance from the river factor. Likewise, the
drivers of distance to agricultural areas,
distance to roads and elevation are ranked in
that order. The aspect variable has no influence
on urban and agricultural changes and thus was
removed from the list of predictor variables.
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4.3 CART Simulation

CART model has identified some variables
to stand for land use changes including slope,
elevation, distance to agriculture, distance to
urban, distance to road and distance to river.
The percentage of each land use can be seen at
leaf nodes (Figure 5). Few leaves included
only two land use classes (e.g. nodes 1, 2, 8, 9,
10, 11, 12 and 13), whereas others had three
land use classes (e.g. nodes 3, 4, 5, 6, 7, 16,
17). This indicated the fact that drivers which
classified leaf nodes with two land use classes
were more significant than drivers which
classified leaf nodes with three land use
classes. Nodes 3, 5, 11 and 17 had the highest
concentration of urban gain. Similarly, nodes
1, 7, 15 and 19 had the highest concentration
of agricultural gain (Figure 6).

CART model had nineteen rules in the tree
structure (equal to the number of leaves). To
make each of the rules associated with each of
the leaf nodes, users should start from the root
node and reach leaf nodes through internal
nodes. For example, in Figure 5, the rule related
to leaf node 1 can be expressed as follows: if
the distance to urban is less than 157 m, if the
distance to urban is less than 15 m, and if
elevation is less than 21.5 m, then44% of cells
belonging to leaf node 1 are no-change class
and 56% of them are under agricultural land use
class. In order to generate the simulated map
with multiple land use classes, the probability of
cells can be ranked in descending order based
on the number of changed land use classes
between the two reference dates. Using the
number of referenced changed cells and the
range of possible values from low to high, cells
were assigned to the change and no-change land
use classes.

4.4 Model Evaluation

The area under the ROC curves were 78%
and 75% for urban changes for ANN and
CART models, respectively (Figure 7a). The
area under the ROC curves were 72% and 65%
for agricultural changes for ANN and CART
models, respectively (Figure 7b). Results
showed that ANN was more successful in
simulating urbanization and agricultural
changes compared to CART. In addition, ROC
curve for urbanization reached a higher TP rate
compared to agricultural gain ROC curve. This
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showed the fact that the model trained better
for urbanization rather than agricultural gain.

The area under ROC curve is equal to the
ratio of the area under the TOC curve within the
parallelogram to the total area of the
parallelogram (Figure 8). From TOC curve, we
can find out all the four parameters for each
threshold. For examples, for a threshold of 0.62
in the TOC curve for urbanization (Figure 8a),
the values for TP, TN, FP and FN were 23279,
185694, 9789 and 52284, respectively. Similarly,
for a threshold of 0.76 in the TOC curve for
agricultural gain (Figure 8b), the values for TP,
TN, FP and FN were 43869, 145296, 19388 and
103493, respectively. Also, urban and agriculture
uses were predicted by ANN and CART for
2036, respectively (Figure 9).

5. Conclusion and Discussion

In this paper, we used CART and ANN
models to model multiple LUCs. We
illustrated the predictive ability of CART and
ANN for modeling multiple land-use changes
for a study area in the north of Iran. The
performance of the CART and ANN models
were evaluated using ROC and TOC indexes.
Overall, the obtained simulated maps show
reasonable agreement with the observed data.
We found ANN performed better than CART
to model multiple LUCs. However, it was
easier to interpret the results of CART due to
the simplicity of CART structure and its
effectiveness in simulating multiple LUCs.

Error (FN and FP) were higher for
agricultural change modeling compared to
urban change modeling. The reason could be
due to the patterns of agricultural gain in the
given region which was more dispersed around
the existing houses. This fact makes it difficult
for both models to simulate this complex
pattern. Other reasons might be the presence of
other factors (e.g., land values and population
growth) that impact agricultural LUC which
have not been considered in this study due to
data limitation in lIran. CART was more
successful in simulating urbanization rather than
agricultural gain since urbanization happened
mostly around the existing urban areas.

Although ANN was a black box to identify
significant drivers of LUC, CART was very
effective to rank significant drivers of LUC.
CART model has recognized slope, elevation,
distance to urban, agriculture, roads and water
as the most important influential factors for



modeling multiple land use change. The
importance of distance to urban areas is
undeniable due to the placement of all facilities
within the city and access to required places for
people including administrative and recreational
facilities as well as markets. Given that water is
one of the most important factors for
agricultural production (converting the lands
around the lands around the river to agricultural
lands). We found that TOC was more
informative than ROC for model evaluation and
tackled the limitations of ROC. The advantage
of TOC over ROC was that TOC presented four
members of the contingency table at the same
time on the curve for each threshold. Scientists
can calculate a variety of accuracy metrics for
each threshold using the entries in the
contingency table for each threshold. Moreover,
entries in the contingency table can help to
identify segments of the curve that are
important for a specific application. For
example, LUC modelers are interested in
identifying the threshold at which the ROC
curve becomes flat. This provides information

about the distribution of suitability values in
suitability map. In land change modeling, there
are always errors linked with LUC modeling.
The first type of error, which is the most
common one, comes from the classification of
satellite image data. In this images introduced
errors into CART and ANN study, we used
Landsat imageries to create land use maps at
two dates. Errors in both classified modeling
since data error can affect both inputs and
outputs of LUC models. The second type of
error occurs during the modeling process since
LUC models are not perfect. In the future,
attempts should be made to minimize the effect
of these errors using more advanced
classification algorithms and high resolution
images. In addition, this study only used two
referenced land use maps to calibrate both
models. Although the prediction rate is
satisfactory for the current date, it might not be
satisfactory for another date. Since the
application of this study is intended for the
planners, using a third time land use map for a
better evaluation is highly recommended [59].
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