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 دقت و ییکارا بهبود منظور به نوفه کاهش تمیالگور کی یابیارز و توسعه 

 ابرطیفی ریتصاو یبند طبقه

 3، سعید همایونی2علی اسماعیلی، 1احسان لاله زاری

 تکميلي تحصيلات دانشگاه - برداريدانشکده مهندسي عمران و نقشه - دور از سنجش مهندسي ارشد کارشناس 1

 پيشرفته فناوري و صنعتي
ehsanlalehzari@gmail.com 

 شرفتهيپ يفناور و يصنعت يليتکم لاتيتحص دانشگاه - برداريدانشکده مهندسي عمران و نقشه ارياستاد 2
aliesmaeily@kgut.ac.ir 

 کانادا - اتاوا دانشگاه - و ژئوماتيک زيستمحيط ،جغرافيا گروه ارياستاد 9
saeid.homayouni@uOttawa.ca  

 (1931 شهريور، تاريخ تصويب 1934 آذر)تاريخ دريافت 

 چکیده

از علوم زمين، منبع ارزشمندي براي کاربردهاي مختلف هاي نوين سنجش از دوري، ، به عنوان يکي از فنآوريابرطيفيتصويربرداري 

سخت افزاري و با اين وجود، به دلايل رود. محيطي به شمار ميزيستهاي پوششي، شناسايي و اکتشاف معادن، نظارت جمله تهيه نقشه

بسيار پرهزينه است،  ابرطيفيهاي از آنجايي که بهبود سيستم سخت افزاري سنجندهداراي مشکلات ذاتي هستند.  هافنآوري اين داده

ليل هزينه کم و موثر بودن مورد توجه قرار هاي سنجش از دوري پردازش تصوير مانند کاهش نويز، استخراج ويژگي و غيره به دروش

بيني فرضيه چندگانه است. نقطه ضعف اين روش عدم استفاده از روشي ها، روش پيشند. يکي از جديدترين و کارآمدترين اين روشاهگرفت

ب براي روشي مناس اتخاذ و 1هفرضيه چندگان بينيروش پيشبررسي مقاله اين از هدف  هاي با شباهت بيشتر است کهباندموثر در انتخاب 

بيني رگرسيوني در تعيين ضرايب شباهت بين به دليل انعطاف زياد روش پيش .انتخاب باندهاي طيفي بر مبناي رگرسيون خطي است

 جهت جيرا يهاداده در اين تحقيق استفاده مورد يهاداده.  سازي شدب و پيادهتخانا ب باندهاي طيفي مشابه، اين روشباندي، براي انتخا

 مزارع سايت هاي آزمايشي ريتصو شامل هاداده نيا. اند شده يآور جمع اياسپان باسک دانشگاه توسط که است يفيابرط ريتصاو يرو بر کار

نشان داد  روش پيشنهادي. نتايج حاصله از پياده سازي است ROSIS سنجنده از ايپاو دانشگاه ريتصو و AVIRIS سنجنده از اناينديا التيا

دانشگاه و  Indian Pines ابرطيفيهاي براي مجموعه داده 9نزديکترين همسايگي kو  2ي ماشين بردار پشتيبانبندطبقه صحت کليکه 

Pavia   بندي که در طبقه است 22/32و23/32و  49/33 ،22/39 ترتيب برابر بابهSVM  بندي و در طبقه 9/0 و 4/0به ترتيبKNN  به

 است. KNNبندي به طور ويژه در مورد طبقه ي کارآمدي روش پيشنهاديدهد که نشان دهندهدرصد افزايش را نشان مي 2 و 22/2ترتيب 

KNNبندي ، طبقهSVMبندي طبقه ،بيني فرضيه چندگانهروش پيش ،کاهش نويز ،ابرطيفيتصاوير  واژگان کلیدی:

                                                           
  نويسنده رابط 

1 Multi Hypothesis Prediction 
2 Support Vector Machine 

3 K Nearest Neighbor 
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 مقدمه -1

منبع ارزشمندي از اطلاعات  ابرطيفيتصويربرداري 

-ها مانند، تهيه نقشهي فراواني از کاربردمکاني براي گستره

-هاي پوششي، شناسايي و اکتشاف معادن، نظارت زيست

يز روي تصاوير [. با اين وجود، تاثيرات نو4-1] محيطي است

هاي استخراج اطلاعات و باعث کاهش روش ابرطيفي

هاي حاصل از [. داده1و9] شودبندي اين تصاوير ميطبقه

سنجش از دوري به دليل ماهيت  ابرطيفيهاي سنجنده

الکترواپتيک سنجنده و همچنين شرايط محيطي چون 

تاثيرات اتمسفري و تغييرات توپوگرافي داراي خطاهاي 

گوناگوني هستند. اين خطاها داراي دو منبع شناخته شده 

سيستماتيک و ناشناخته تصادفي هستند. نحوه برخورد يا 

تفاوت است و هرکدام م ابرطيفياين دو نوع خطا در تصاوير 

نياز به مدلسازي رياضي و آماري متفاوتي دارد. بنابراين يکي 

کاهش نويز و  ابرطيفياز مراحل مهم پيش پردازش تصاوير 

افزايش محتواي اطلاعاتي اين تصاوير و کمک به بهبود 

کاهش خطاهاي  .[1] هاي تحليلي تصاوير استقابليت

بهبود کيفيت اين ناخواسته در تصاوير سنجش از دوري و 

هاي پردازش تصوير مورد ي روشها از ابتداي توسعهداده

توجه پژوهشگران گوناگوني بوده است. هر چند با پيشرفت 

هاي الکترواپتيک کيفيت دانش و فنآوري ساخت سنجنده

ها نيز افزايش يافته است، به دليل دادهاي اين سيستم

، کاهش ها و همچنين اثرات محيطيطبيعت اين سيستم

هاي مهم کاربردي در اثرات نويز در تصاوير يکي از زمينه

سنجش از دور و پردازش تصوير است. اين مهم در مورد 

 اي است.داراي اهميت ويژه ابرطيفيتصاوير 

هاي منحصر ها و تواناييها داراي ويژگيزيرا اين سنجنده

 هايتوان به ميزان اخذ دادهبه فردي هستند که از جمله مي

مکاني با توان تفکيک راديومتريک بالا آنها اشاره کرد. به -طيفي

ها به صورت ذاتي داراي ميزان اطلاعات ههمين دليل اين داد

هاي سنجش از دوري به نويز نسبتا پاييني نسبت به داده

[. از اين رو روش پردازش، مدلسازي و 2] چندطيفي هستند

صاوير متداول سنجش کاهش نويز در اين تصاوير تا حدودي با ت

تا به امروز تحقيقات زيادي روي تاثير دوري متفاوت بوده است. 

گر [ که نمايان19-3] صورت گرفته است ابرطيفيکاهش نويز  

-پردازش کاهش نويز قبل از انجام پردازشاهميت انجام پيش

هاي گياهي بندي، آشکارسازي هدف، شاخصهايي نظير طبقه

 [.11-14] و غيره است

Green ( براي پرداختن به نويز و 1322 ) و همکاران

کسر نويز  حداقلروش  ابرطيفيتعداد باند هاي تصاوير 

(MNF)1  را ارائه کردند. تبديلMNF هاي جديد مولفه

کند و عوارض طيفي بهتري در کيفيت تصوير را توليد مي

آورد، و فراهم مي PCAهاي اساسي نسبت به تبديل مولفه

 .[11] نويز طيفي در اين روش اهميت نداردهمچنين توزيع 

Van Aardt  وWynne(2001 به طور موفقيت آميزي )

به منظور تمايز  AVIRISسنجنده  ابرطيفيهاي از داده

بين گونه هاي مختلف درختان کاج استفاده کردند، با 

ي آناليزهاي تمايز بندي که در نتيجهترين طبقهدقيق

ها د.در اين تحقيق آنبو MNFاعمال شده روي تبديل 

به  MNFتوانستند با اين آناليزهاي اعمال شده روي تبديل 

 .[12] درصد دست پيدا کنند 29بندي دقت طبقه

Philips  وWatson (2002 يک فيلتر ميانه تطبيقي )

(AFارائه دادند و اين فيلتر ميانه ) ي تطبيقي بر مبناي مشتق

(AFD براي تقسيم باندها به زير ) باندها و اعمال فيلترهاي

ها انجام شد که با کاهش ميانه مکاني بزرگتر به محدوده باند

ي اعمال اين فيلتر ها نسبت سيگنال به نويز همراه بود. نتيجه

 .[13] درصد بود 21بندي بالاي دستيابي به دقت طبقه

Bourenane ( روشي بر مبناي بهبود 2010و همکاران )

بر مبناي تنسور  2(MWF) دي وينربعالگوريتم فيلتر چند

Tucker هاي ارائه دادند، که به صورت همزمان روي مولفه

کرد و به بهبود عمل مي ابرطيفيمکاني و طيفي تصاوير 

پرداخت. به بندي ميهمزمان کيفيت تصوير و دقت طبقه

ي ماشين بندي بوسيلهطوري که باعث بهبود دقت طبقه

 AVIRISسنجنده  ابرطيفي بردار پشتيبان بر روي تصاوير

 nي تنسور شد. با اين حال استفاده از يک الگوريتم با هسته

سازي اطلاعات و از دست حالتي، ممکن است به فشرده

 .[20] دادن جزئيات مکاني منجر شود

 Qian( روشي سازمان يافته براي 2012و همکاران )

کردند. ، ارائه ابرطيفيمقابله با مشکل طبقه بندي تصاوير 

ها شامل دو جزء کلي بود، يک توصيف کننده بافت روش آن

-بعدي براي جمع9طيفي بر مبناي تبديل موجک -مکاني

هاي ذاتي و يک مدل رگرسيون منطقي پراکنده آوري ويژگي

ها. مزيت اين روش بندي پيکسلبراي انتخاب ويژگي و طبقه

ن روي هاي آن و معتبر بودن آتر کردن تخمين پارامترساده

 .[21] ها بودواقعي و کاهش نويز آن ابرطيفيهاي داده

                                                           
1 Minimum Noise Fraction 

2 Multidimensional Wiener Filtering 

196



  
ي

لم
 ع

يه
شر

ن
- 

ره 
ما

 ش
م،

شت
 ه

ره
دو

ي، 
دار

 بر
شه

 نق
ون

 فن
م و

لو
 ع

ي
هش

ژو
پ

1 ،
ور

ري
شه

 
اه 

م
19

31
  

 Xu ( 2019و همکاران)  نه تنها حذف همبستگي
مکاني، بلکه حذف همبستگي طيفي را با استفاده از تبديل 

ها روشي بر مبناي رگرسيون موجک مد نظر داشتند. آن
و تبديل موجک به منظور تخمين  1(MLR)خطي چند

-ارائه دادند که روي تعدادي از داده يفيابرطنويز تصاوير 

هاي و داده AVIRISي سنجنده سازي شدههاي شبيه
اعمال شد. نتايج تجربي آنها  Hyperionواقعي سنجنده 

نشان داد که اين روش انطباق و دقت بيشتري نسبت به 
 .[22] بندي داردهاي طبقهساير روش
Chen ( يک الگوريتم پيش2014و همکاران )زشي پردا

طراحي کردند که بر مبناي  ابرطيفيمقاوم به نويز تصاوير 
کرد. اين روش همسايگي پيکسل هاي مورد نظر عمل مي

بند بيشترين بندي هر دو طبقهتوانست دقت طبقهمي
شباهت و ماشين بردار پشتيبان را بهبود دهد، مخصوصا 
در شرايطي که اندازه نمونه ها کوچک انتخاب شود و 

 .[29] ز نويز داشته باشندتصاوير ني

 Zhao  وYang (2019 يک الگوريتم کاهش نويز تصاوير )
در هر دو  2(RAC)ي افزونگي و همبستگي ، بوسيلهابرطيفي

-ي مکاني و طيفي ارائه کردند. نتايج کاهش نويز بوسيلهدامنه

ها بهتر از ساير نتايج گرفته شده با ي روش پيشنهادي آن
 .[24] بود ابرطيفيهاي جديد براي کاهش نويز تصاوير روش

هايي که بنابر تحقيقات بعمل آمده تا کنون روش
الگوريتم هاي کاهش نويز را به طور همزمان روي مکان و 

ي کنند، داراي نتيجهاعمال مي ابرطيفيطيف تصاوير 
بندي اين تصاوير هستند. بنابراين بهتري روي دقت طبقه

يافته به الگوريتمي بهبودرو، هدف ارائه  در تحقيق پيش
ارزيابي الگوريتم  و ابرطيفيتصاوير  در منظور کاهش نويز

 است.بندي اين تصاوير دقت طبقه افزايش مورد نظر در

 مواد و روش ها -2

 های مورد استفادهداده -2-1

ر بر روي هاي رايج جهت کاهاي مورد استفاده، دادهداده
که توسط دانشگاه باسک اسپانيا جمع  است ابرطيفيتصاوير 

 مزارع ايالت اينديانا از ويرشامل تصها . اين دادهآوري شده اند
 ROSISسنجنده تصوير دانشگاه پاويا از و  AVIRISسنجنده 

 [.29]که در ادامه توضيح داده خواهد شد است

                                                           
1 Multi Linear  Regression 

2 Redundancy And Correlation 

 Indian pinesداده های  -2-1-1

از سايت  AVIRISاين صحنه توسط سنجنده 
در شمال غربي ايالت اينديانا جمع  Indian pinesايشي آزم

 224ستون در  149سطر و  149آوري شده است و شامل 
-ميکرومتر مي 2.9تا  0.4باند بازتاب طيفي در محدوده 

باشد. اين صحنه از يک صحنه بزرگتر بريده شده است. دو 
کشاورزي، يک سوم جنگل و   Indian pines يسوم صحنه

بقيه پوشش گياهي طبيعي دائمي است. واقعيت زميني 
بندي شده شانزده کلاس تقسيم موجود در تصوير به

و تعداد باند ها به علت وجود ناحيه جذبي بخار (1شکل)
باند کاهش يافته است. باندهاي کاهش يافته  200آب به 

 .است 119تا 190و  102تا  104شامل باندهاي 

 
 Indian Pinesي نقشه واقعيت زميني داده -1شکل

هاي بعضي از به علت کافي نبودن تعداد پيکسل

ها حذف شده و به صورت بدون ها، تعدادي از کلاسکلاس

 1برچسب تلفيق شدند. در نهايت همانطور که در جدول

 3اند، ها به صورت ضخيم و پر رنگ در آمدهاين کلاس

 کلاس باقي ماند.

 Indian Pinesي هاي دادهتعداد پيکسل کلاس -1جدول

اهتعداد نمونه  نام کلاس  #   

1  Alfalfa  46  

2  Corn-notill  1428  

3  Corn-mintill  830  

4  Corn  237  

5  Grass-pasture  483  

6  Grass-trees  730  

7  Grass-pasture-mowed  28  

8  Hay-windrowed  478  

9  Oats  20  

10  Soybean-notill  972  

11  Soybean-mintill  2455  

12  Soybean-clean  593  

13  Wheat  205  

14  Woods  1265  

15  Buildings-Grass-Trees-Drives  386  

16  Stone-Steel-Towers  93  
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  Pavia دانشگاه داده های -2-1-2

در  ROSISي صحنه تصويربرداري توسط سنجنده اين

در شمال ايتاليا برداشت  Paviaخلال يک پرواز روي شهر 

بر برا Paviaبراي دانشگاه عداد باندهاي طيفي شده است. ت

پيکسل  Pavia  940*110 ابعاد تصوير دانشگاه .است 109

صحنه  هاي تصوير درعدادي از ستونت است، و

بود قبل از نيچگونه اطلاعاتي تصويربرداري که شامل ه

شد. قدرت تفکيک هندسي تصوير  حذفپردازش تصوير 

شود اين ديده مي 2ر است. همانطور که در شکلمت 9/1

  کلاس است. 3داده داراي واقعيت زميني شامل 

 
 Paviaدانشگاه واقعيت زميني داده  -2شکل

در  Paviaدانشگاه تعداد پيکسل هر کلاس از داده 

 آورده شده است. 2جدول

 Paviaدانشگاه ي هاي دادهکلاس  تعداد پيکسل -2جدول

 تعداد نمونه ها نام کلاس #
1 Asphalt 6631 

2 Meadows 18649 

3 Gravel 2099 

4 Trees 3064 

5 Painted metal sheets 1345 

6 Bare Soil 5029 

7 Bitumen 1330 

8 Self-Blocking Bricks 3682 

9 Shadows 947 

 هاروش -2-2

هاي لازم براي پردازشدر اين تحقيق تمامي پيش

در نظر گرفته شده است. از جمله تصحيح  ابرطيفيتصاوير 

، کاهش نويز، استخراج )کاليبراسيون سنجنده( راديومتريکي

ويژگي و اعتبارسنجي متقابل. براي رفع مشکلات ناشي از 

فرضيه چندگانه ارائه شده بيني نويز روشي بر مبناي پيش

به  است که در ادامه به تشريح آن پرداخته خواهد شد.

بندي ماشين هاي طبقهبندي تصاوير از الگوريتممنظور طبقه

هايي همسايگي بنا به مزيت kترين بردار پشتيبان و نزديک

شود، مورد استفاده قرار گرفتند. که توضيح داده مي

 Matlabنويسي ا در محيط برنامههسازي تمام الگوريتمپياده

LibSVM [21 ]،  از ابزار SVMبندي انجام شد. براي طبقه

 نصب گرديد، کمک گرفته شد. Matlabدر محيط  که

 (SVM) ماشین بردار پشتیبان -2-2-1

هاي هاي بردار پشتيبان يک گروه از الگوريتمماشين

کنند يک بيني ميبندي نظارت شده هستند که پيشطبقه

گيرد. اين الگوريتم نمونه در کدام کلاس يا گروه قرار مي

براي تفکيک دو کلاس از يکديگر، از يک صفحه استفاده 

کند. به طوري که اين صفحه از هر طرف بيشترين فاصله مي

هاي را تا هر دو کلاس  داشته باشد. نزديکترين نمونه

 هاي پشتيبان نام دارند.آموزشي به اين صفحه، بردار
هاي با ابعاد ن الگوريتم حساسيت کمتري نسبت به پديدهاي

روش  ابرطيفيهاي بندي دادهبالا دارد، از اين رو در طبقه

اشين بردار پشتيبان، يک مرود. به طور کلي مناسبي به شمار مي

ي آن و ي باينري و خطي است که با توسعهبندي کنندهطبقه

ي بندي کنندهن طبقهتوان به عنوااستفاده از توابع کرنل، مي

 (.9چندکلاسي و غير خطي نيز از آن استفاده کرد)شکل

 
 SVM بنديطبقهمسئله فضاي غيرخطي در  -9شکل

ها، براي برقراري شرايط يکسان در مقايسه بين روش

و عرض کرنل  Cدر اينجا از کرنل گوسي با پارامتر تنظيم 

γ  ي . براي تخمين پارامترهاي بهينهشده استاستفادهC 

 لايه استفاده شد. 9از اعتبارسنجي متقابل  γو 

2-2-2- K (نزدیکترین همسایهKNN) 

k ( نزديکترين همسايهKNN يک الگوريتم يادگيري )

که در روش بازشناسي الگو طي چندين دهه مطالعه  است
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ترين به عنوان يکي از کاراترين و ساده KNNشده است.  

همسايه  kها شناخته شده است. اين الگوريتم، روش

هاي آموزشي بر اساس يک معيار نزديک در ميان پيکسل

را بر   همسايه kشباهت پيدا کرده و کلاس هاي اين 

 (.4)شکل کندها انتخاب مياساس فراواني آن

 
 هاي مختلفها در همسايگينحوه شناسايي کلاس -4شکل

)تعداد  kتعيين مقدار  KNNيک مشکل در روش 

و براي تعيين آن بايد يک سري  استها( همسايه

انجام شود تا بهترين مقدار  kآزمايشات با مقادير مختلف 

تعيين گردد. در اينجا از روش اعتبارسنجي  kبراي 

استفاده  kي لايه براي پيدا کردن مقدار بهينه9متقابل

 .شده است

 (Cross Validation) اعتبارسنجی متقابل -2-2-3

بندي از هاي طبقهبراي ارزيابي مدل تحقيقدر اين 

استفاده شده است. در  [21]روش اعتبارسنجي متقابل

ي روش اعتبارسنجي متقابل يک مشاهده از مجموعه

ي مشاهده N-1مشاهدات حذف شده و مقدار آن بر اساس 

 Nشود. اين عمل را براي تمام بيني ميمانده پيشباقي

ي دوم ميانگين توان موقعيت تکرار کرده و ملاک ريشه

 :دوم خطاهاي اعتبارسنجي متقابل به صورت

(1) 𝑹𝑴𝑺𝑬 = [
𝟏

𝑵
∑𝒆(−𝒊)

𝟐

𝑵

𝒊=𝟏

]

𝟏
𝟐

 

 بينيخطاي پيش 𝑒(−𝑖)شود، که در آن محاسبه مي

ام است.  iي محاسبه شده بر اساس مشاهدات به جز مشاهده

بدست  RMSE-1سپس دقت کلي اعتبارسنجي به صورت 

 001آيد. بديهي است که درصد اين مقدار هرچه به مي

 يشتري برخوردار است.بيني از دقت بنزديکتر باشد، پيش

هاي بيني تعداد همسايگياز طرف ديگر براي پيش

 γو  Cي و پارامترهاي بهينه KNNبندي بهينه در طبقه

بيني پيشتوان از پارامترهاي نيز مي SVMبندي در طبقه

شده توسط اعتبارسنجي متقابل استفاده کرد. در اينجا از 

 9مشاهدات به )تقسيم  لايه 9اعتبارسنجي متقابل 

استفاده شد. اين کار براي برقراري شرايط يکسان  قسمت(

 شود.هاي مورد مقايسه انجام ميدر روش

 (MHPrediction) چندگانه فرضیه بینیپیش -2-2-4

بردار  Mورودي را مجموعه اي از  ابرطيفياگر تصوير 

𝑋پيکسلي در نظر بگيريم:  = {𝑥𝑚 ∈ 𝑅𝑁 , 𝑚 =

1,2, … ,𝑀}   به طوري کهN  .تعداد باند هاي طيفي باشد

،يک بردار پيکسلي )امضاي طيفي( از تصوير xفرض کنيد که 

باشد. هدف، پيدا کردن يک ترکيب خطي بهينه براي تمام 

 xهايي براي نمايش مجدد هاي ممکن يا فرضبينيپيش

 تواند به صورت زير فرموله شود:است. نمايش مجدد بهينه مي

(2) 𝑊̂ = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝑋 − 𝐻𝑤‖2
2 

که  است N*Lيک ماتريس با ابعاد  Hبه طوري که 

𝑊̂فرض ممکن دارد و  Lهايي با ستون = [𝑤̂1, … , 𝑤̂𝐿]
𝑇  يک

. به است Hهاي از ضرايب مربوط به تمام ستون L*1بردار 

است، ماهيت  N<Lهاي با ابعاد بزرگ، دليل اينکه براي پنجره

سازي است ظمبد مطرح شده مسئله نيازمند بعضي از انواع من

شماري از ترکيبات خطي که براي تفکيک در ميان تعداد بي

 ( دارد.2ممکن، تکيه بر فضاي جواب معادله )

سازي مسئله کمترين ترين رويکرد براي منظمرايج

[ که يک 22سازي تيخونوف است ]مربعات، روش منظم

 کند.اعمال مي 𝑊̂روي نُرم  L2ضريب جريمه 

(9) 𝑊̂ = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝑋 − 𝐻𝑤‖2
2 + 𝜆‖𝛤𝑤‖2

2 

پارامتر  𝜆ماتريس تيخونوف و  𝜞به طوري که 

مات قبلي اجازه تحميل معلو 𝜞. قسمت سازي استمنظم

 دهد.مي را روي جواب مسئله 

هايي پيشنهاد شده است که در آن در اين جا رويکرد

هايي که بيشترين عدم شباهت از بردار پيکسلي فرض

هايي که بيشترين شباهت را اصلي را دارند، نسبت به فرض

ها داده شود. به طور مشخص، دارند بايد وزن کمتري به آن

 شود:قطري به صورت زير اتخاذ مي 𝜞يک 

(4) 𝛤 = [
‖𝑥 − ℎ1‖2 ⋯ ∅

⋮ ⋱ ⋮
∅ ⋯ ‖𝑥 − ℎ𝐿‖2

] 
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,ℎ1به طوري که  ℎ2, … , ℎ𝐿 هاي ماتريس ستونH 

ي بزرگ هاي دامنهوزن 𝜞هستند. با اين ساختار، 

هايي که داراي يک فاصله اختصاص يافته به آن فرضيه

کند. سپس براي هر باسند را جريمه مي xقابل توجه از 

ي راه حل تواند مستقيما بوسيلهمي 𝑊̂بردار پيکسلي، 

 معمولي تيخونوف محاسبه شود:

(9) 𝑊̂ = (𝐻𝑇𝐻 + 𝜆𝛤𝑇𝛤)−1𝐻𝑇𝑥 

را تقريب  xبيني شده که بنابراين، بردار پيکسلي پيش

 شود:زند به صورت زير محاسبه ميمي

(1) 𝑥̅ = 𝐻𝑊̂ 

𝑋̅شده  بينيپيشي و مجموعه داده = {𝑥̅𝑚 ∈

𝑅𝑁 , 𝑚 = 1,2, … ,𝑀}  بوسيله جايگذاري هر بردار

بيني شده مربوط به آن توليد با بردار پيش Xپيکسلي در 

 شود. مي

 فرضیه ها:ی تولید مجموعه

، معمولا نشان دهنده ابرطيفيي يک مجموعه داده

اي مکاني است. بعضي درجات از پيوستگي به صورت تکه

براي هر نمونه، بردارهاي پيکسلي همسايگي مکاني آن، 

نسبت به آن خواهند داشت.  مشابهيطيفي خصوصيات 

براي ارائه رويکرد فرضيه چندگانه، براي يک بردار پيکسلي 

هاي بردار ر با در نظر گرفتن تمام همسايگيمورد نظ

𝑤پيکسلي داخل يک پنجره، جستجوي مکاني با اندازه  ×

𝑤 (.9)شکل شودتوليد مي 

 
 پنجره جستجوي مکاني -9شکل

هاي پيکسلي همسايگي، به عنوان سپس اين بردار

شوند. به دليل قرار داده مي Hهاي ماتريس فرضيه ستون

داراي همبستگي  ابرطيفياينکه باندهاي طيفي تصوير 

توانند به چندين گروه بر مبناي ضرايب هستند، مي

همبستگي بين باندها تقسيم شوند، به طوري که در 

 هرگروه با يکديگر همبستگي بالايي داشته باشند.

بعدي  Nشود يک بردار پيکسلي به طور کلي فرض مي

 Jبر طبق ماتريس ضرايب همبستگي متقابل باندها به 

بخش تقسيم شده است. با نگه داشتن فقط يکي از 

ها با مقدار صفر، و جا به جا کردن بقيه بخش Jهاي بخش

(. Zero Padding) شودبعدي ساخته مي Nشکل يک بردار 

بندي اين پردازش براي توليد فرضيه هايي بر مبناي بخش

نشان داده  J=3براي  1ست که در شکل باندهاي طيفي ا

 شده است.

 
 بندي باندهاي طيفيبخش -1شکل

بخش  Jفرضيه از پنجره جستجو بدست آيد و  Lاگر 

براي تقسيم بندي باندهاي طيفي استفاده شود، بنابراين 

خواهد بود. انگيزه  J*Lبرابر با  Hتعداد کل فرضيه هاي 

بندي شده به اين توليد فرضيه از باندهاي طيفي بخش

 هاهاي محاسبه شده براي فرضيهگونه اي است که وزن

هاي طيفي مختلف قابل قابل متعادل شدن براي بخش

 نشان داده شده است. J=3با  1شود. جزئيات در شکلمي

 
 1شکل

 1(FSDAپذیری فضای ویژگی )آنالیز تفکیک -2-2-5

 کيتفک زيآنال تميالگور( 2019)انيقاسم و يمانيا

 روش. [23]دادند ارائه را( FSDA) يژگيو يفضا يريپذ

                                                           
1 Feature Space Discriminant Analysis 
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 FSDA يژگيو استخراج يبرا کننده ريتصو سيماتر دو از 

 نهيشيب يبرا هياول کننده ريتصو سيماتر. کنديم استفاده

 ريتصو سيماتر و شده استفاده يفيط نيب يپراکندگ کردن

 اول مرحله در که يژگيو يفضا يرو که هيثانو کننده

 نيب يريپذ کيتفک شود،يم اعمال است آمده بدست

 .کنديم نهيشيب را هاکلاس

 ،LDA1، GDA2 مانند يژگيو استخراج يهاروش

NWFE3 و MMLDA4 استفاده يريگاندازه دو از تنها 

. يکلاس نيب يپراکندگ و يکلاس درون يپراکندگ: کننديم

 نيب و يکلاس درون يهايپراکندگ بر علاوه FSDA روش

 نيب يپراکندگ عنوان با يسوم يريگاندازه کي از ،يکلاس

 کم يآموزش يهانمونه تعداد در.کنديم استفاده زين يفيط

 هاروش ريسا به نسبت يبهتر عملکرد يدارا FSDA روش

 .است

 رکنندهيتصو کي از استفاده با ابتدا FSDA روش در

 يريپذکيتفک يدارا که فضا کي به يژگيو يفضا هياول

 کي از استفاده با سپس و شوديم ليتبد است يشتريب

 اول مرحله از آمده بدست يژگيو يفضا هيثانو رکنندهيتصو

 نيشتريب يدارا مختلف يهاکلاس که ييفضا کي به

 ياصل تفاوت. شوديم ليتبد هستند، آن در يريپذکيتفک

 هياول رکنندهيتصو نيهم هاروش ريسا با FSDA روش

 نيا باشد، کم يآموزش يها نمونه تعداد که يزمان. است

 قابل طور به را يبندطبقه عملکرد هياول رکنندهيتصو

 .دهديم شيافزا يتوجه

 استفاده يجا به ها، روش ريسا خلاف بر روش نيا در

 يبرا يآموزش يهانمونه تمام از هاکلاس نيانگيم از

 و يکلاس نيب ،يفيط نيب يپراکندگ يهاسيماتر ليتشک

 ييکارا شيافزا باعث که شوديم استفاده يکلاس درون

 .شوديم کم يآموزش يهانمونه تعداد با يبندطبقه

 سيماتر مرتبه تيمحدود ليدل به هاروش اغلب در

 تعداد C-1   (C حداکثر توانيم يکلاس نيب يپراکندگ

 در يولرد ک استخراج هاداده از يژگيو( است ها کلاس

 به يآموزش يهانمونه از استفاده ليدل به FSDA روش

-C از شيب تا دهديم را اجازه نيا ها،کلاس نيانگيم يجا

 رد.ک استخراج ها داده از يژگيو 1

                                                           
1 Linear Discrimiant Analysis 

2 Global Discrimiant Analysis 
3 Nonparametric weighted feature extraction 

4 Median-Mean Line based Discriminant Analysis 

 FSDAسازی الگوریتم مراحل پیاده

بدست آوردن ماتريس پراکنددگي بدين طيفدي از روي  -1

 ي اوليه:مجموعه داده

(1) 

𝑋𝑗 = [

𝑥11𝑗
𝑥21𝑗

𝑥12𝑗
𝑥22𝑗

⋯
𝑥1𝑐𝑗
𝑥2𝑐𝑗

⋮ ⋱ ⋮
𝑥𝑑1𝑗 𝑥𝑑2𝑗 ⋯ 𝑥𝑑𝑐𝑗

] 

, 𝑗 = 1, … , 𝑛𝑡 

𝑆𝑓 =∑∑(ℎ𝑖𝑗 − ℎ̅𝑗)(ℎ𝑖𝑗 − ℎ̅𝑗)
𝑇

𝑑

𝑖=1

𝑛𝑡

𝑗=1

 

ℎ̅𝑗 =
1

𝑑
∑ℎ𝑖𝑗

𝑑

𝑖=1

 

و بدست آوردن ماتريس تصوير  tr(Sf)بيشينه سازي  -2

 به طوري که نگاشت آن برابر است با: Wکننده 

(2) 
(𝑔𝑖𝑗)𝑐×𝑐 = 𝑊𝑐×𝑐(ℎ𝑖𝑗)𝑐×1 

, 𝑗 = 1, … , 𝑛𝑡 
, 𝑖 = 1,2, … , 𝑑 

 و فضاي ويژگي جديد برابر است با:

(3) 

ℛ𝑗 = [

𝑟11𝑗
𝑟21𝑗

𝑟12𝑗
𝑟22𝑗

⋯
𝑟1𝑐𝑗
𝑟2𝑐𝑗

⋮ ⋱ ⋮
𝑟𝑑1𝑗 𝑟𝑑2𝑗 ⋯ 𝑟𝑑𝑐𝑗

] 

, 𝑗 = 1, … , 𝑛𝑡 
𝑅𝑘𝑗 = [𝑟1𝑘𝑗 𝑟2𝑘𝑗 … 𝑟𝑑𝑘𝑗] 

𝑘 = 1,2, … , 𝑐 

هاي پراکندگي بين کلاسي و درون محاسبه ماتريس -9

 کلاسي: 

(10) 
𝑆𝑏 =∑∑(𝑅𝑘𝑗 − 𝑅̅)(𝑅𝑘𝑗 − 𝑅̅)𝑇

𝑐

𝑘=1

𝑛𝑡

𝑗=1

 

𝑆𝑤 = ∑∑∑(𝑅𝑘𝑖 − 𝑅𝐾𝑗)(𝑅𝑘𝑖 − 𝑅𝐾𝑗)
𝑇

𝑑

𝑖=1

𝑛𝑡

𝑗=1

𝑐

𝑘=1

 

 :  Swبراي مقابله با کاهش مرتبه 

(11) 𝑆𝑤 = 0.5𝑆𝑤 + 0.5𝑑𝑖𝑎𝑔(𝑆𝑤) 

 بدست آوردن ماتريس تصوير کننده ثانويه -4

(12) 𝑦𝑝×1 = 𝐴𝑝×𝑑 × 𝑋𝑑×1 

𝐴 = max 𝑡𝑟(𝑆𝑤
−1𝑆𝑏) 
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 yماتريس تصويرکننده ثانويه و  Aبه طوري که 

مجموعه داده اوليه  Xهاي استخراج شده و مجموعه ويژگي

 .است)خام( 

 نتایج و بحث و بررسی -3

 هاپردازش داده پیش -3-1

و شد ها انجام ابتدا تصحيح راديومتريکي بر روي داده

با استفاده از  بيني فرضيه چندگانهسپس الگوريتم پيش

کاهش نويز روي  برايهاي طيفي، باندرگرسيوني  انتخاب

به  FSDAالگوريتم  . با استفاده ازها اعمال گرديدداده

ويژگي استخراج شد و در نهايت  هاتعداد باندهاي داده

لايه  9بندي، اعتبارسنجي متقابل از اعمال طبقه پيش

و بدست آوردن  Overfittingجهت جلوگيري از خطاي 

 KNNو  SVMهاي بنديپارامترهاي بهينه در طبقه

 اعمال شد.

هاي مختلفي بيني فرضيه چندگانه روشدر روش پيش

بندي باندهاي طيفي اعمال شد و در نهايت جهت تقسيم

توان از برازش خطي رگرسيوني بين نتيجه گرفته شد که مي

سبت سيگنال هاي طيفي به نتايج بهتري، هم در افزايش نباند

 بندي دست يافت. به نويز و هم در افزايش دقت طبقه

بيني فرضيه چندگانه براي در اين تحقيق روش پيش

کارايي بهتر مورد بازبيني قرار گرفت. با توجه به 

هايي که در اين روش انجام گرفت به اين نتيجه آزمايش

رسيديم که به منظور انتخاب محدوده باندهاي با شباهت 

به جاي استفاده از ضرايب همبستگي بين باندها،  بيشتر

ها از رگرسيون خطي بدين منظور بندي آنبراي محدوده

گيري در استفاده کنيم. اين اقدام باعث بهبودهاي چشم

بندي تصاوير نسبت سيگنال به نويز و بهبود دقت طبقه

 شد که در ادامه نتايج ارائه خواهد شد. ابرطيفي

 دو وکيان تحقيقمبناي ي اين روش بر ايده

بر  ابرطيفيهاي ي انتخاب باند( در زمينه2002يانگ)هي

در اين مقاله  ، ارائه شده است.هاي شباهتمبناي شاخص

سعي شده است که از رگرسيون خطي براي پيدا کردن 

 .[90]هاي مشابه استفاده شودباند

هاي باندي به منظور ارزيابي بين انتخاب محدوده

 9جدول (19)رابطه بهبود نسبت سيگنال به نويزها و داده

 اين نسبت به صورت شود.ارائه مي

(19) 𝑆𝑁𝑅(𝑥𝑚, 𝑥𝑚) = log10
𝑉𝑎𝑟(𝑥𝑚)

𝑀𝑆𝐸(𝑥𝑚, 𝑥𝑚)
 

 x̂m ،بردار پيکسلي اصلي xmبه طوريکه آيد بدست مي
واريانس اجزاي بردار  Var(xm)بردار پيکسلي حاوي نويز و 

xm همچنين ميانگين است .( مربع خطاMSEبه صورت ) 

(14) 𝑀𝑆𝐸(𝑥𝑚, 𝑥𝑚) =
1

𝑀
‖𝑥𝑚 − 𝑥𝑚‖2

2 

 .[29]آيدبدست مي

پردازش هاي پيشه نسبت سيگنال به نويز دادهيسمقا -9جدول
 هاي مختلفشده به روش

SNR ه باندهامحدود 
مجموعه 

 داده
 روش

 {187:288و67:185و37:65و1:35} 08/18
Indian 
Pines 

MH 

 {147:288و1:145} 86/24
Indian 
Pines 

Reg-
MH 

 Pavia {67:183و1:65} 64/11
Univesity MH 

 Pavia {21:183و1:28} 22/13
Univesity 

Reg-
MH 

شود نسبت سيگنال به ديده مي 9همانطور که در جدول
بعد از اعمال الگوريتم  Indian Pinesدر مورد داده  نويز

 Paviaدانشگاه بسيار بهتر شده است. در مورد داده پيشنهادي 
 دهد.نيز اين نسبت در حد قابل قبولي افزايش نشان مي

 SVMبندی نتایج طبقه -3-2

  Indian Pinesیداده -3-2-1

بندي بندي، پارامترهاي طبقهپيش از انجام طبقه
SVM  به روش کرنلRBF1  گوسي، شامل پارامترهايC 

لايه براي مجموعه  9توسط روش اعتبارسنجي متقابل  γو 
هاي مختلف، بدست آمد. اين هاي توليد شده به روشداده

 4در جدول Indian Pinesي پارامترها براي  مجموعه داده
 .استقابل مشاهده 

 لايه 9پارامترهاي بدست آمده از اعتبارسنجي متقابل  -4جدول

 روش γ C دقت اعتبارسنجي

22/33 0093/0 212144 MH 

01/33 1 11 FSDA 

23/33 29/0 11 MH-
FSDA 

31/33 0093/0 212144 
Reg-

MH-

FSDA 

                                                           
1- Radial Basis Function 
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هاي آموزشي براي تعداد نمونه SVMبندي طبقه 

ها انجام شد. پردازشمتفاوت جهت بررسي کارکرد پيش

 .استقابل مشاهده  2نتايج در شکل

 
 نمونه هاي آموزشي متفاوت براي SVMبندي نتايج طبقه -2شکل

  
 MHروش  Reg-MH-FSDAروش 

 
 

 نقشه واقعيت زميني FSDAروش 

در مقابل   Indian Pines يي دادهبيني شدههاي پيشکلاس -3شکل

 هاي مختلفپردازشپيشSVM بندي واقعيت زميني براي طبقه

پردازش پيشهاي در مورد داده SVMبندي نتايج طبقه

ي واقعيت زميني، با هاي مختلف همراه با نقشهشده با روش

ها جهت حذف خطاي گيري از آنبار تکرار و ميانگين 90

آورده شده  3هاي آموزشي در شکلانتخاب تصادفي نمونه

 SVMبندي دهد که دقت طبقهاست. نتايج نشان مي

بيني فرضيه وش پيشپردازش شده با رهاي پيشداده

درصد افزايش  4/0د انتخاب باند رگرسيوني تا حدو ندگانه باچ

 21/19اين افزايش حاصل بهبود  يافته است.

اين  ( در نسبت سيگنال به نويز بوده است.9دسيبلي)جدول

بندي با تعداد روش تلفيقي و بهبود يافته، دقت بالاي طبقه

 FSDAهاي آموزشي کم را از الگوريتم استخراج ويژگي نمونه

بندي را از الگوريتم کاهش نويز دقت بالاي پايدار در طبقهو 

چندگانه به ارث برده است. همچنين  بيني فرضيهپيش

افزايش چشمگير نسبت سيگنال به نويز خود را مرهون 

 .استي باندهاي طيفي از روش رگرسيون انتخاب بهينه

 Paviaدانشگاه های داده -3-2-2

به  SVMبندي بندي، پارامترهاي طبقهپيش از انجام طبقه

توسط روش  γو  Cگوسي، شامل پارامترهاي  RBFروش کرنل 

هاي توليد شده براي مجموعه داده 1لايه 9اعتبارسنجي متقابل 

مجموعه  براي هاي مختلف، بدست آمد. اين پارامترهابه روش

 .ستاقابل مشاهده  9در جدول Paviaدانشگاه ي داده

 لايه 9پارامترهاي بدست آمده از اعتبارسنجي متقابل  -9جدول
 روش γ C دقت اعتبارسنجي

33/33 129/0 2132 MH 

31/33 122 2 FSDA 

33/33 2 92 MH-

FSDA 

33/33 92 2 Reg-MH-

FSDA 

هاي آموزشي براي تعداد نمونه SVMبندي طبقه

ها انجام شد. پردازشمتفاوت جهت بررسي کارکرد پيش

 .استقابل مشاهده  3نتايج در شکل

 
 نمونه هاي آموزشي متفاوت براي SVMبندي نتايج طبقه -3شکل

                                                           
1 5 Fold Cross Validation 
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 MHروش  Reg-MH-FSDAروش 

  
 نقشه واقعيت زميني FSDAروش 

در مقابل   Paviaدانشگاه  يي دادهشدهبيني هاي پيشکلاس -10شکل

 هاي مختلفپردازشبراي پيش  SVM بنديواقعيت زميني براي طبقه

هاي در مورد داده SVMبندي نتايج طبقه

هاي مختلف با روش Paviaدانشگاه پردازش شده پيش

بار تکرار و  90ي واقعيت زميني، با همراه با نقشه

حذف خطاي انتخاب تصادفي ها جهت گيري از آنميانگين

 آورده شده است. 10هاي آموزشي در شکلنمونه

 KNNبندی نتایج طبقه -3-3

 Indian Pinesهای داده -3-3-1

، از Indian Pinesي بندي دادهاز طبقه پيش

ي جلوگيري از مسئله لايه جهت 9اعتبارسنجي متقابل 

Overfitting ي و همچنين بدست آوردن پارامتر بهينه

ها جهت ي همسايگي، يعني تعداد بهينهKNNبندي طبقه

 بندي استفاده شد. طبقه

 دهد.نتايج اين اعتبارسنجي را نشان مي 1 جدول

 لايه 9پارامترهاي بدست آمده از اعتبارسنجي متقابل  -1جدول

 روش همسايگي بهينه اعتبارسنجي دقت

23/33 1 MH 

94/33 1 FSDA 

29/33 1 MH-FSDA 

29/33 1 Reg-MH-FSDA 

براي تعداد  KNNبندي نتايج مربوط به دقت طبقه

آمده است.  11در شکل  هاي آموزشي متفاوتنمونه

همانطور که در شکل مشخص است، الگوريتم 

پردازش فرضيه چندگانه با انتخاب باند رگرسيوني در پيش

. عالي عمل کرده استبسيار  KNNبندي مورد طبقه

درصدي دقت  10الي  1ي اين عملکرد افزايش نتيجه

 پردازشهاي پيشبراي داده KNNبندي به روش طبقه

بيني فرضيه چندگانه با انتخاب باند با روش پيش شده

  MHبيني و پيش FSDAهاي رگرسيوني در مقابل روش

 بوده است.

براي  Indian Pinesي داده KNNبندي نتايج طبقه

، FSDAبا استخراج ويژگي  پردازشهاي پيشروش

بيني فرضيه چندگانه با بيني فرضيه چندگانه و پيشپيش

ي واقعيت زميني در در برابر نقشه انتخاب باند رگرسيوني

براي تعداد نمونه که  نشان داده شده است 12شکل

درصدي  2/2آموزشي برابر روش پيشنهادي داراي افزايش 

 .بندي بوده استدر دقت طبقه

 
 نمونه هاي آموزشي متفاوت براي KNNبندي نتايج طبقه -11شکل
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 MHروش  Reg-MH-FSDAروش 

  
 نقشه واقعيت زميني FSDAروش 

در مقابل   Indian Pines يي دادهبيني شدههاي پيشکلاس -12شکل

 مختلفهاي پردازشبراي پيش  KNN بنديواقعيت زميني براي طبقه

 Paviaدانشگاه های داده -3-3-2

، از Paviaدانشگاه ي بندي دادهاز طبقه پيش

ي جلوگيري از مسئله لايه جهت 9اعتبارسنجي متقابل 

Overfitting ي و همچنين بدست آوردن پارامتر بهينه

ها جهت ي همسايگي، يعني تعداد بهينهKNNبندي طبقه

نتايج اين اعتبارسنجي را  1بندي استفاده شد. جدولطبقه

 دهد.نشان مي

 لايه 9پارامترهاي بدست آمده از اعتبارسنجي متقابل  -1جدول

 روش همسايگي بهينه اعتبارسنجي دقت

31/33 4 MH 

31/33 4 FSDA 

33/33 4 Reg-MH-FSDA 

در  Paviaدانشگاه ي براي داده KNNبندي نتايج طبقه

هاي آموزشي متفاوت هاي بهينه و تعداد نمونههمسايگي

 بدست آمد. 19طبق شکل

 
 نمونه هاي آموزشي متفاوت براي KNNبندي نتايج طبقه -19شکل

بندي شود، طبقهمشاهده مي 19همانطور که در شکل

KNN دانشگاه ي براي دادهPavia پردازش با در مورد پيش

هاي روش پيشنهادي نتايج قابل توجهي نسبت به ساير روش

عملکرد ي پردازش گرفته است، که اين امر نشان دهندهپيش

 . است پردازش پيشنهاديبهتر الگوريتم پيش

  
 MHروش  Reg-MH-FSDAروش 

  
 نقشه واقعيت زميني FSDAروش 

در مقابل   Paviaدانشگاه يي دادهشدهبيني هاي پيشکلاس -14شکل

 هاي مختلفپردازشبراي پيش  KNN بنديواقعيت زميني براي طبقه

نشان داده شده است، دقت  14همانطور که در شکل

 Paviaدانشگاه هاي بر روي داده KNNبندي طبقه

درصد  2پردازش شده با روش پيشنهادي حدود پيش

 بهبود يافته است.
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 گیرینتیجه -4

همانطور که در مقدمه گفته شد، تصويربرداري 

منبع ارزشمندي براي کاربردهاي مختلف به  ابرطيفي

رود. لذا بهبود کيفيت اين تصاوير، رويکردي شمار مي

رسد. از زمان پيدايش تصاوير اقتصادي و عاقلانه به نظر مي

ها شده است و رقومي همواره سعي در بهبود کيفيت آن

يز از اين قاعده مستثني نيستند. به مرور ن ابرطيفيتصاوير 

هاي مختلفي براي غلبه بر ها و روشزمان الگوريتم

هاي ارائه شده است. در سال ابرطيفيمشکلات تصاوير 

هايي که در پردازش اخير اقبال زيادي در مورد الگوريتم

هاي مکاني و طيفي را به طور توام مد نظر قرار خود مولفه

شته است. يکي از جديدترين و دهند، وجود دامي

بيني فرضيه چندگانه ها، روش پيشکارآمدترين اين روش

است. نقطه ضعف اين روش عدم استفاده از روشي موثر در 

هاي با شباهت بيشتر است. در اين مقاله سعي انتخاب باند

ورد فرضيه چندگانه م بينيشده است که روش پيش

اي انتخاب باندهاي و روشي مناسب بر بررسي قرار گرفته

 طيفي اتخاذ گردد.

بيني به دليل انعطاف زياد روش پيشدر اينجا 

رگرسيوني در تعيين ضرايب شباهت بين باندي، براي 

داده . في مشابه، اين روش را اتخاذ شدانتخاب باندهاي طي

هاي به کار گرفته شده در اين تحقيق از داده هاي مختلف و 

يک مکاني و چه از لحاظ متفاوت چه از لحاظ قدرت تفک

نتايج اخذ شده در اين قدرت تفکيک طيفي استفاده شد. 

به طوري  .استتحقيق بيانگر عملکرد بسيار خوب اين روش 

 kو  بندي ماشين بردار پشتيبانکه صحت کلي طبقه

 ابرطيفيهاي نزديکترين همسايگي براي مجموعه داده

Indian Pines  دانشگاه وPavia   پيشنهادي حاصل از روش

بدست  22/32و23/32و  49/33، 22/39به ترتيب برابر با 

و در  9/0، 4/0به ترتيب  SVMبندي آمد که در طبقه

درصد افزايش را  2و  22/2به ترتيب  KNNبندي طبقه

ي کارآمدي روش پيشنهادي دهد که نشان دهندهنشان مي

هاي ساده و کم يکي از روش KNNبندي روش طبقه است.

از لحاظ زمان است، بنابراين بهبود دقت چنين روشي هزينه 

 يک موفقيت بسيار خوب است.

 سپاسگزاری

دانم از جناب آقاي دکتر چن در اينجا بر خود لازم مي

در  از دانشگاه تگزاس آمريکا به خاطر راهنمايي هايشان

تقدير و تشکر  بيني فرضيه چندگانهپيشمورد الگوريتم 

 بعمل آورم.
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