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بر مبنای الگوریتم تکاملی  های زمانیبندی سریی یک روش خوشهارائه

 دیفرانسیلی و تبدیل کسینوسی گسسته

 2، محمدسعدی مسگری2، یزدان عامریان1*زاهده ایزکیان

 طوسي نصیرالدين دانشگاه صنعتي خواجه -برداري شهدانشکده مهندسي نق - اطلاعات مکاني هايدانشجوي دکتري سیستم5
zahedeh_izakian@yahoo.com 

 طوسي نصیرالدين دانشگاه صنعتي خواجه -برداري دانشکده مهندسي نقشه استاديار2
Amerian, mesgari}@kntu.ac.ir} 

 (5934 بهمن، تاريخ تصويب 5934 تیراريخ دريافت )ت

 چکیده

هايي براي هاي جمع آوري اطلاعات و امکان دسترسي به حجم عظیمي از داده همواره نیازمند روشبا پیشرفت روز افزون تکنولوژي

هاي آنالیز و به عنوان يکي از روشده دا يبندخوشهامروزه  باشیم. تجزيه و تحلیل اين حجم داده خام و استخراج اطلاعات مفید از آن مي

هاي زماني با دقت بندي سريتوجه بسیاري از محققین قرار گرفته است. در اين میان خوشههاي بزرگ، مورد ساده سازي مجموعه داده

به  Fuzzy-Cmeansباشد. در روش پیشنهادي از ترکیب الگوريتم تکاملي ديفرانسیلي و روش خوشه مورد قبول، حائز اهمیت بسیاري مي

براي کاهش  روش اين درهاي زماني استفاده گرديد. بندي سري، براي خوشهبندي مطرح و شناخته شدهخوشههاي عنوان يکي از الگوريتم

 اين از و داديم قرار بررسي مورد را زماني-مکاني هايداده نمايش مختلف هايکیتکنمجهولات مسئله و در نتیجه افزايش کارايي الگوريتم، 

 انتخابيتکاملي ديفرانسیلي  الگوريتم که مفهوم بدين. کرديم انتخاب هاخوشه مراکز مجهولات کاهش براي را DCT ضرايب روش میان

 اين DCT ضرايب از محدودي تعداد تنها داده، مجموعه در موجود هايخوشه مراکز هايالمان تمامي يافتن جاي به بندي،خوشه براي

 Dynamic Timeي با در نظر گرفتن تابع فاصله. شوندمي بازسازي هاخوشه مراکز محدود ضرايب همین از استفاده با سپس و يافته را مراکز

Warping بندي مربوط به روش خوشهسازي و انتخاب تابع بهینهFuzzy-Cmeansسازي ، روش پیشنهادي بر روي دو مجموعه داده پیاده

مقايسه گرديد.  DCT ضرايببندي مبتني بر الگوريتم تکاملي ديفرانسیلي بدون استفاده از خوشهو روش  FCMبندي شد و با روش خوشه

به دلیل استفاده از روش تبديل کسینوسي گسسته براي کاهش اما  بوده Fuzzy-Cmeansبندي روش پیشنهادي کندتر از الگوريتم خوشه

ي اين کند. همچنین نتايج حاصل از مقايسهيتم تکاملي ديفرانسیلي عمل ميبندي معمول مبتني بر الگورتر از روش خوشهمجهولات، سريع

 باشد.ديگر مي روشدو نسبت به  ي عملکرد بهتر روش پیشنهاديدهندهسه روش نشان

تبديل کسینوسي  ،Fuzzy-Cmeansبندي روش خوشه، تکاملي ديفرانسیلي تميالگور ،بنديخوشه ،يزمان يسر واژگان کلیدی:

گسسته

                                                           
 نويسنده رابط *
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 قدمهم -1
 که هستند حقیقي اعداد از ترتیبي زماني هايسري

 برابر زماني فواصل در را رويداد يک از شده مشاهده مقدار

 مانند يعلوم در هايسر نيا لیتحل و هيتجز. میدهند نشان

 و يپزشک ،ييايدر علوم ،يشناسنیزم اقتصاد، ،يهواشناس

 لیلتح و هيتجز يکل طور به. دارد فراوان کاربرد يمهندس

 مدل کي برآورد موجب هانهیزم نيا در يزمان يهايسر

 و شده قیدق يهاينیبشیپ و نظارت يبرا مناسب

 از يامجموعه ریتاث يچگونگ از را يدیمف اطلاعات

 مسئله نظر مورد هاييخروج يرو بر مشخص يهايورود

 .[5] دهديم قرار اریاخت در

ات مانند با پیشرفت تکنولوژي جمع آوري اطلاعامروزه 

آوري میزان موبايل، جي پي اس و سنسور امکان جمع

هاي زماني زماني از جمله سري-هاي مکانيزيادي از داده

کاوي هاي دادهفراهم گرديد و تمايل به استفاده از تکنیک

ها براي استخراج اطلاعات مفید از داخل انبوهي از داده

 بیشتر شد.

 يهايسر يرو بر لیتحل و هيتجز يهاکیتکن از يکي

 قرار دانشمندان توجه مورد ریاخ يهاسال يط که يزمان

-خوشه اتیعملباشد. يم يبندخوشه کیتکن است، گرفته

 مشابه هاييژگيو با اءیاش يبند گروه از است عبارت يبند

 شباهت نيشتریب گروه، کي در موجود اءیاش که ايگونه به

 در موجود ءایاش با را تفاوت نيشتریب و هم به نسبت را

 از هدف يکل طور به. باشند داشته هاگروه ريسا

 کمک به بزرگ يداده مجموعه کي شينما يبندخوشه

 سازيساده باعث امر نيا که باشديم آنها مراکز و هاخوشه

 میحج هايداده مجموعه در دیمف اطلاعات استخراج و

 [.2] گردديم

-شترين رويکي از مهم FCM5 [9]بندي روش خوشه

باشد که تاکنون در بسیاري بندي کلاسیک ميهاي خوشه

از تحقیقات محققان مورد استفاده قرار گرفته است. از 

توان به  احتمال بالاي به مهمترين معايب اين روش مي

ي محلي اشاره کرد که با ها در بهینهدام افتادن جواب

ز . ا[4]يابد افزايش مي ها اين احتمالتر شدن دادهپیچیده

ي معمول مورد استفاده در روش طرف ديگر تابع فاصله

باشد در ي اقلیدسي ميتابع فاصله FCMبندي خوشه

                                                           
1 Fuzzy C-means 

حالي که در بسیاري موارد نیازمند در نظر گرفتن معیار 

ها هستیم. به عبارتي بندي دادهشباهتي ديگر براي خوشه

هاي موجود در ديگر در اين روش از متوسط گیري داده

راي بدست آوردن مرکز آن خوشه استفاده يک خوشه ب

گردد و در صورتي که معیار شباهت مورد نظر تابع مي

گیري باشد، استفاده از میانگین DTW2اي مانند فاصله

رسد. با توجه به توضیحات داده شده و مناسب به نظر نمي

 در FCM بنديشهخو تميالگور فیضع عملکردبه دلیل 

در اين  ،يزمان هاييسر مانند دهیچیپ هايداده با مواجه

بندي تحقیق به دنبال روشي براي ترکیب با روش خوشه

FCM هاي زماني با طول بلند و به بندي سريبراي خوشه

 ايم.بوده FCMمنظور جبران نقاط ضعف روش 

به  9سازي تکاملي ديفرانسیليامروزه الگوريتم بهینه

و  هاي جستجوي کلي سريع، قويعنوان يکي از روش

بندي کارآمد مطرح است که کارايي اين الگوريتم در خوشه

در  ها در تحقیقات محققان به اثبات رسیده است.داده

بندي مبتني هاي خوشههايي از روشادامه به بررسي نمونه

هاي تکاملي میپردازيم که توسط محققان بر الگوريتم

 .پیشنهاد داده شده است

Paterlinia  وKrink [1] ي خود نشان دادند لهدر مقا

هايي نسبتا پیچیده با بعد زياد زماني که با مجموعه داده

هاي زياد با مواجه میشويم که در آنها تعداد خوشه

 PSO ،GAهايي مانند همپوشاني بالا وجود دارند، الگوريتم

 RSو  C-meansهاي کارايي بیشتري نسبت به روش DEو 

از  DEن الگوريتم )جستجوي تصادفي( دارند. در اين میا

نظر دقت و استحکام در نتايج بدست آمده در اجراهاي 

ها بر کار آن کند.عمل مي GAو  PSOمختلف، بهتر از 

ها متمرکز شده بود و بندي غیراتوماتیک دادهروي خوشه

هاي موجود در مجموعه داده به عنوان تعداد خوشه

 [6]و همکاران  Omran .رفتمعلومات مسئله به شمار مي

 DEبر اساس الگوريتم  4بندي قطعييک روش خوشه

ها توسط ها تعداد خوشهند که در روش آنپیشنهاد داد

شود. آنها با پیاده سازي روش پیشنهادي کاربر مشخص مي

بر  GAو  FCM ،PSOبندي مانند  هاي خوشهخود و روش

بهتر عملکرد ها ي آنروي سه مجموعه داده و مقايسه

از  [5]و همکاران  Dasود را نشان دادند. روش پیشنهاد خ

                                                           
2 Dynamic Time Warping 
3 Differential evolution 

4 Crisp 
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بندي الگوريتم تکاملي ديفرانسیلي بهبود يافته براي خوشه

هايي با طول نه چندان بلند استفاده کردند. در روش داده

ها و پیشنهادي آنها هر کروموزوم از دو بخش مراکز خوشه

شود که کدهاي فعالسازي کدهاي فعالسازي تشکیل مي

ها را بر عهده دارند. ن خودکار تعداد خوشهي تعییوظیفه

آنها در روش خود، به جاي در نظر گرفتن مقداري ثابت به 

( 5.1و5ي )عنوان فاکتور مقیاس، از عددي متغیر در بازه

سازي روش استفاده کردند. نتايج بدست آمده از پیاده

تکاملي ديفرانسیلي بهبود يافته بر روي تعدادي مجموعه 

 و همکاران LIي کارايي اين روش را نشان داد. داده به خوب

 FCMبراي جبران نقاط ضعف الگوريتم خوشه بندي  [7]

ي محلي و حساس بودن به همانند به دام افتادن در بهینه

را  DEو  FCMبندي ترکیبي مقداردهي اولیه، روش خوشه

پیشنهاد دادند. در اي هاي نقطهبندي دادهبراي خوشه

و با  ReliefFها با استفاده از الگوريتم روش پیشنهادي آن

هاي خاص هر داده، يک وزن به آنها نسبت توجه به ويژگي

-داده شد. آنها در روش خود به جاي استفاده از تابع فاصله

ها به عنوان ي اقلیدسي از شباهت مورفولوژي وزندار داده

معیار شباهت استفاده کردند. روش پیشنهادي آنها بر روي 

هايي با ابعاد کم پیاده سازي شد و با روش دادهمجموعه 

مقايسه گرديد. نتايج حاصل به خوبي  FCMبندي خوشه

از  [8]و همکاران  Das برتري روش آنها را به اثبات رساند.

بندي خودکار الگوريتم تکاملي ديفرانسیلي براي خوشه

هاي موجود در تصاوير استفاده کردند. الگوريتم پیکسل

هاي نان به اطلاعات اولیه راجع به تعداد خوشهپیشنهادي آ

موجود در مجموعه داده نیازي ندارد. آنها در روش خود 

پیشنهاد دادند که مقدار نرخ ترکیب با گذشت زمان از 

اجراي الگوريتم به صورت خطي تغییر کند. بدين صورت 

که در ابتداي اجراي الگوريتم ماکزيمم مقدار را براي نرخ 

ر گرفته و در طول اجرا از مقدار آن کاسته ترکیب در نظ

کند که شده تا به مینیمم مقدار برسد. اين روش کمک مي

الگوريتم در ابتدا به صورت گسترده اي فضا را جستجو 

ي کند و در مراحل بعد با کاهش فضاي جستجو دامنه

يابد. نتايج حاصل از پیاده سازي اين حرکات نیز کاهش مي

بندي  را در مقايسه با روش خوشه روش قدرت بالاي آن

FCM  .و الگوريتم ژنتیک به خوبي نشان دادFuad [3]  در

هاي زماني بندي سريي خود يک روش جديد خوشهمقاله

پیشنهاد داد که در  k-meansبندي بر مبناي روش خوشه

آن از ترکیب وزن دار چندين تابع فاصله به عنوان معیار 

ديد. در روش پیشنهادي او از ها استفاده گرشباهت داده

تعیین وزن اين توابع فاصله استفاده  براي DEالگوريتم 

 k-meansبندي روش پیشنهادي او با روش خوشهگرديد. 

  مقايسه گرديد و برتري آن به اثبات رسید.

هاي زماني با طول زياد فرايندي کار کردن با سري

ي کاهش هاباشد از اين رو استفاده از تکنیکپیچیده مي

-هاي خوشههاي زماني و سپس استفاده از روشبعد سري

 رسد.بندي، روشي کارا و موثر به نظر مي

 Vlachos  روش جديدي را براي  [55]و همکاران

هاي زماني پیشنهاد دادند. در روش بندي سريخوشه

پیشنهادي آنان عملیات خوشه بندي در چند سطح 

شود. بدين م ميهاي مختلف انجامختلف و با رزولیشن

منظور آنها در روش خود از تکنیک کاهش بعد تبديل 

-موجک استفاده کرده و سپس با استفاده از روش خوشه

شود. بدين بندي انجام ميعملیات خوشه k-meansبندي 

صورت که مراکز بدست آمده در هر سطح به عنوان مقادير 

و  Powellگیرد. اولیه در سطح بالاتر مورد استفاده قرار مي

بندي هاي طبقهي خود روشدر مقاله [55]همکاران 

هاي طبقه بندي نظارت شده با نظارت نشده را با روش

ي بیني قیمت سهام مقايسه کردند. در مقالههدف پیش

PCA آنها از تکنیک
هاي زماني و براي کاهش بعد سري 5

هاي با بیشترين تاثیر استفاده شد. آنها به انتخاب مولفه

هاي نظارت نشده کارايي بهتري نتیجه رسید که روشاين 

 [52]و همکاران  GUOبیني قیمت سهام دارند. در پیش

-بندي سريي خود يک روش جديد براي خوشهدر مقاله

هاي زماني ارائه کردند. در روش پیشنهادي آنها ابتدا 

به  ICA2هاي زماني با استفاده از روش کاهش بعد سري

شوند و سپس با متر تبديل ميهايي با طول کسري

 k-meansي بندي بهبود يافتهاستفاده از روش خوشه

گیرد. در آخر روش بندي آنها صورت ميعملیات خوشه

ي واقعي مربوط به پیشنهادي آنها بر روي مجموعه داده

قیمت سهام پیاده سازي شده و کارايي آن به اثبات رسید. 

Yu  يک روش خوشهي خود در مقاله [59]و همکاران-

بندي براي جريان داده پیشنهاد دادند که در روش آنها 

هاي اصلي با کمک تکنیک تبديل کسینوسي گسسته داده

بندي کاهش بعد يافته و سپس از يک الگوريتم خوشه

                                                           
1 Principal component analysis 

2 Independent component analysis 
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هاي انتقال بندي دادهاي مبتني بر تراکم براي خوشهشبکه

 داده شده استفاده کردند.

 درتکاملي ديفرانسیلي وريتم با توجه به توانمندي الگ

هاي پیچیده و با توجه به نقاط قوت اين بندي دادهخوشه

الگوريتم از جمله پیاده سازي آسان و تعداد کم پارامترها 

و  PSOمانند  هاييبراي مقداردهي اولیه نسبت به الگوريتم

GA [53و] بنديخوشه روش بیترک با قیتحق نيا، در 

FCM بهبود در يسعديفرانسیلي تکاملي  تميالگور و 

روش پیشنهادي براي . مايداشته FCM روش عملکرد

هاي زماني با طول زياد معرفي شده است بندي سريخوشه

ها با تعداد زيادي و از آنجا که در اين نوع مجموعه داده

ايم، براي ها مواجههاي مجهول مربوط به مراکز خوشهالمان

ارايي الگوريتم تکاملي کاهش مجهولات مسئله و افزايش ک

هاي کاهش بعد ديفرانسیلي استفاده شده، از يکي از روش

 هاي زماني استفاده کرديم. سري

 روش تحقیق -2

 مشهور بنديروش خوشه يمعرف به اين بخش در

FCM به را يلیفرانسيد يتکامل تميالگور سپس و پرداخته 

. ميکرد يمعرف يشنهادیپ يبندخوشه روش اساس عنوان

يکي از  و شد ارائه DTW فاصله تابع از يحاتیتوض امهاد در

 درهاي زماني معرفي شده و کاهش بعد سريهاي روش

 .میپرداخت يشنهادیپ روش يمعرف به آخر

 Fuzzy C-meansبندی روش خوشه -2-1

 يکیتفک بنديخوشه هايمدل نتريمعروف از يکي

-بهبود ينسخه درواقع که باشديم FCM  [9]روش يفاز

 هر C-Means روش در. است C-Means روش يافتهي

 در که يحال در ردگیيم تعلق خوشه کي به تنها ءيش

FCM تيعضو درجه با خوشه چند به توانديم ءيش هر 

 تابع FCM تميالگور. باشد داشته تعلق کي و صفر نیب

 :[54] کنديم نهیبه را ريز هدف

(5)  
 

mxvduVUJ ji

C

i

n

j

m
ij 1),(),( 2

1 1

 

 شود يم دهینام کننده يفاز پارامتر m ،5 ي رابطه در

نشان  Cو  شود يم انتخاب دو عدد با برابر معمولا که

 ي دهنده نشان uij باشد.ها ميي تعداد خوشهدهنده

 از استفاده با و است j ي خوشه در xi تيعضو درجه

 .دآي يم بدست ريز يرابطه

(2) 




















C

1k

1)2/(m

)v,d(x

)v,d(x

1
u
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ij
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 يها از رابطهماتريس مربوط به مراکز خوشه نیمچنه

 شود.( حاصل مي9)

(9) 
 

 


n
j

u

n
j

xu

m

ij

j

m

ij

i
v

1
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 تکاملی دیفرانسیلیالگوریتم  -2-2

-يکي از الگوريتم DEتکاملي ديفرانسیلي يا الگوريتم 

باشد. در اين هاي بهینه سازي مبتني بر جمعیت مي

ي در مرحله امین عضو )کروموزوم( جمعیت iالگوريتم، 

  .باشدمولفه )بعد( مي dشامل  ام،tزماني )نسل( 

(4) )](),...,(),([)( ,2,1, tttt ZZZZ diiii  

tZ)(براي هر بردار  k  که متعلق به جمعیت کنوني

tZ)(است الگوريتم به طور تصادفي سه عضو ديگر  i ،

)(tZ j  و)(tZ m  را از همان نسل و به ازاي مقادير

ام  nي کند و مولفهانتخاب مي mو  i ،jمتفاوت 

)1(بردار tU k  به نام بردارoffspring trial ي طبق رابطه

 شود.( محاسبه مي1)

(1) 






 



otherwiset

ttFt

t

Z

Crand

ZZZ

U

nk

rn

njninm

k

)(

)1,0(if

))()(()(

)1(

,

,,,

 

]1,0[Cr باشد که نرخ پارامتر عددي الگوريتم مي

مقیاس است که پارامتر  Fشود و نامیده مي 5ترکیب

معمولا مقداري بین صفر و يک است. اگر فرزند جديد 

بهتري نسبت به والدينش باشد، در  مقدار بهینگيداراي 

نسل بعدي جايگزين آنها خواهد شد. در غیر اينصورت 

 مانند.لدين در جمعیت باقي ميوا

                                                           
1 Crossover Rate                                                         
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 (6) 
( 1) , ( ( 1)) ( ( ))
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i
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t if f t f t

U U Z
Z

UZ Z

 
 

 





 

 توابع فاصله -2-3

 يانتخاب معیار شباهت يا به عبارتي تابع فاصله

ها از جمله مواردي است که قبل از شروع دادهمناسب 

بندي بايد مورد توجه قرار گیرد. يک تابع فرآيند خوشه

یزان شباهت فاصله معیاري است که از آن براي تعیین م

-هاي موجود در يک مجموعه داده استفاده ميبین داده

يکي از شناخته شده ترين توابع  DTWي . تابع فاصلهشود

هايي با ساختار سريباشد. در اين تابع فاصله فاصله مي

مشابه که در پريودهاي زماني متفاوت بوجود آمده باشند، 

ت در اين توان گفشوند. بنابراين ميمتشابه قلمداد مي

 شوندبندي ميبر اساس شکل گروه هاي زمانيسريروش 

با  Yو  Xبین دو سري زماني  DTWي فاصله .[51]

 شود:محاسبه مي (7)ي از رابطه kو  mطولهاي 

(7) 




















otherwiseYrestXDTW

YXrestDTW

YrestXrestDTW

dist

korm

yxDTW

yx

))}(),((

)),(),((

)),(),((min{

),(

00if  

),(

11 

 از به طور معمول dist يدر فرمول بالا تابع فاصله

 .گرددمي محاسبه (8) يرابطه

(8) 
1 11 1

( , ) ( )dist y yx x  

 بدون المان اول است. X يدنباله Rest(X) از منظور

(3) )],),...,,[)( (( 22 xtxt mmXrest  

 های زمانیسریهای نمایش روش -2-4

هاي ي روشهاي به سه دستههاي نمايش سريروش

هاي هاي ناسازگار با داده و روشسازگار با داده، روش

 شوند.بندي ميآماري دسته

به  DCT5هاي نمايش، روش ضرايب میان اين روشاز 

ها مطرح است که ترين و کاراترين آنعنوان يکي از سريع

توان به مواجه بودن با اعداد حقیقي، از ديگر مزاياي آن مي
                                                           

1 Discrete Cosine Transform 

و امکان بازسازي داده با دقت بالا در آن  سادگي محاسبات

 . اشاره کرد

( روشي براي مدل DCTتبديل کسینوسي گسسته )

اي از امواج با استفاده از مجموعه هاي زمانيسريردن ک

ضرايب  m سري زماني با طول. براي باشدمي کسینوسي

DCT آيند.بدست مي (55و ) (55ي )طبق رابطه 

(55) 

1
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اولیه با استفاده از تبديل کسینوسي معکوس  سري

(IDCTطبق راب )شود.بازسازي مي( 52ي )طه 
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ترين بیانگر مهميک سري زماني  DCTاولین ضرايب 

تنها با از  يک سري زمانيهستند و  آن سري هاي ويژگي

دست دادن مقدار کمي اطلاعات با استفاده از اين ضرايب 

 .شودبازسازي مي

 یشنهادیروش پ -2-5

 FCMبندي کیب روش خوشهدر روش پیشنهادي از تر

هاي بندي سريبا الگوريتم تکاملي ديفرانسیلي براي خوشه

بره عنروان  DTWي با در نظر گررفتن ترابع فاصرله  زماني

ها استفاده گرديرد. در روش پیشرنهادي معیار شباهت داده

 با توجه به مجموعه داده، تعرداد مشخصريهر مرکز خوشه 

ها خوشهوط به مراکز مرب DCTکه همان ضرايب  المان دارد

هاي مورد استفاده در ايرن تحقیرق . از آنجا که دادههستند

هاي زماني با طرول بلنرد هسرتند، هرر بره بره جراي سري

هرا تنهرا مهمتررين هراي مراکرز خوشرهيافتن تمامي المان

يابد و بدين ترتیب فضاي جستجو ها را ميآن DCTضرايب 

اگرر مجموعره د. يابرکاهش و کارايي الگوريتم افزايش مري
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ضررريب اول  kسررري زمرراني برروده و تعررداد  Nداده شررامل 

DCT تررين ضررايب برراي بازسرازي سرري به عنوان مهم

تعرداد خوشره هراي زماني در نظر گرفته شود و همچنرین 

 C×kباشد، هرر کرومروزوم از  Cموجود در مجموعه برابر با 

تررين ضررايب ها، مهرمشود که اين المانالمان تشکیل مي

DCT ( يک کرومروزوم 5مراکز خوشه ها مي باشند. شکل )

  دهد.را در روش پیشنهادي نشان مي

 
 نمايش يک کروموزوم در روش پیشنهادي -5شکل 

ي به ترتیب نشان دهنده Cو  kو  i، 5در شکل 

مناسب براي  DCTي کروموزوم، تعداد ضرايب شماره

عداد موجود در مجموعه داده و تهاي زماني بازسازي سري

 v همچنین باشند.هاي موجود در مجموعه داده ميخوشه

 DCTها و ضرايب  خوشهبه ترتیب بیانگر مراکز  dctو 

در گام اول باشند. ها ميمجهول مربوط به مراکز خوشه

شوند. هر ها به صورت تصادفي تولید ميکروموزوم

 DCTترين ضرايب ( شامل مهم5کروموزوم مطابق شکل )

 kباشد. به عنوان مثال با در نظر گرفتن ها ميمراکز خوشه

اول مراکز خوشه ها به عنوان مجهولات  DCTضريب 

ام هر کروموزوم نمايانگر ضرايب  kتا  مسئله، المان اول

DCT باشد. همچنین ي اول ميمربوط به مرکز خوشه

دومین مرکز  DCTي ضرايب نماينده k×2تا  k+1المان 

 DCTي بعد با توجه به ضرايب د. در مرحلهباشخوشه مي

ها، با استفاده از دستور بدست آمده براي مراکز خوشه

سپس با  .شوند( مراکز بازسازي ميIDCT) DCTمعکوس 

ي میان ماتريس فاصله DTWي استفاده از تابع فاصله

گردد و بعد از آن ها محاسبه ميها و دادهمرکز خوشه

مربوط به الگوريتم  Uتفاده از ها را با اسدرجه عضويت

FCM آوريم. بدست مي 

( مقردار ترابع هردف 5ي )در گام بعردي طبرق رابطره

ي بعرد در مرحله شود.به هر کروموزوم محاسبه مي مربوط

گرردد و محاسربه مري Trialبه ازاي هرر کرومروزوم برردار 

و انتخراب برین کرومروزوم اولیره و  سپس نوبت به ارزيابي

رسد. در صورت توجه به مقدار تابع هدف مي با Trialبردار 

هرکدام از اين دو بردار  بهتر بودن مقدار تابع هدف به ازاي

(، بردار مذکور به نسل بعدي Trialبردار اولیه و )کروموزوم 

هراي جديرد از شود و بدين ترتیب مراکز خوشرهمنتقل مي

آينرد. از آنجرا کره عملیرات کروموزوم انتخابي بدسرت مري

بي معنیست،  DTWاي مانند گیري در توابع فاصلهنمیانگی

-که از میرانگین FCMبندي بر خلاف روش خوشه بنابراين

شرود، در ها استفاده ميي مراکز خوشهگیري براي محاسبه

اين روش الگوريتم تکراملي ديفرانسریلي عملیرات بدسرت 

شربه کرد روش  هرا را برر عهرده دارد.آوردن مراکز خوشره

 ( آورده شده است.5ول )پیشنهادي در جد

 شبه کد روش پیشنهادي -5جدول 
1: Create and initialize P chromosomes with C 

cluster centers(DCT coeficients of cluster 

centers)  

2: FOR iteration count = 1 to maximum 

iterations  DO 

3: FOR  each chromosome i DO 

4: Calculate cluster centers with the use of IDCT 

E.q.(12).. 

5: Calculate distance matrix using E.q.(7). 

5: Calculate partition matrix (U) using E.q.(2).     

6: Calculate the fitness function using E.q.(1). 

7: END 

8: FOR  each chromosome i DO 

10: Generate a trial vector using E.q.(5). 

11: Evaluate trial vector using E.q.(6). 

12: Selection 

13: END 

13: END 

14: Extract the cluster centers corresponding to 

best chromosome. 

 

 سازی و اجراپیاده -3

هراي اسرتفاده در اين بخش بره معرفري مجموعره داده

هرا ي روششده و تحلیل و بررسي نتايج حاصل از مقايسره

 پردازيم.مي
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 هامجموعه داده -3-1

دو  آن را بر روي براي ارزيابي عملکرد روش پیشنهادي،

-زماني به نام هاياز سري ي شناخته شدهسري از مجموعه داده

[. خصوصیات اين 56،57پیاده کرديم ] Traceو  CBF هاي

هاي زماني، تعداد سري هايها شامل طول سريمجموعه داده

ها به طور هاي موجود در اين مجموعهد خوشهزماني و تعدا

 ( آورده شده است.2مختصر در جدول )

 هاي استفاده شدهخصوصیات مجموعه داده -2جدول 

-طول سري مجموعه داده

 هاي زماني

ي مجموعه اندازه

 داده

تعداد 

هاي خوشه

 موجود

CBF 861 039 3 

Trace 572 599 4 

 تنظیم پارامترها-3-2

هاي مورد مقايسه رهاي موجود در روشمقادير پارامت

اين مقادير با استفاده از آورده شده است.  (9)در جدول 

 روش سعي و خطا بدست آمدند.

 هاپارامترهاي استفاده شده در روش مقادير -9جدول 

DE پیشنهادي DE FCM پارامتر 

2 2 2 m 

15 15 - P 

255 255 555 Itr 

5.1 5.1 - Cr 

5 5 - F 

25 - - dct 

ي اندازه P پارامتر فازي کننده، m ،(9)در جدول 

استفاده  DCT، تعداد ضرايب dctتعداد تکرارها،  Itrجمعیت، 

 مقدار نرخ F و Crها و براي بازسازي مراکز خوشه شده

همچنین لازم به بکر د. نباشميو فاکتور مقیاس  5ترکیب

هاي است که بیشترين و کمترين مقدار موجود در المان

هاي زماني موجود در مجموعه داده را به عنوان ريس

هاي هاي موجود در مراکز خوشهاي براي کنترل المانمحدوده

ها الماناين مربوط به هر کروموزوم بکار برديم بدين معنا که 

 توانند از مقدار مرزي تعیین شده براي آنها تجاوز کنند.نمي

                                                           
1 Crossover Rate 

ي عملکرد هبا اين توضیحات در ادامه به بررسي و مقايس

 پردازيم.ها ميهرکدام از روش

 معیارهای ارزیابی نتایج -3-3

ي نتايج حاصل از روش هاي براي ارزيابي و مقايسه

بندي مختلف، معیارهاي متفاوتي وجود دارد. در اين خوشه

يا  معیار مقدار تابع هدف، دقت چهارتحقیق ما از 

Precision  مقدار بنديخوشه ،F-measure [58] زمان  و

ي دو روش استفاده کرديم. از آنجا که اجرا براي مقايسه

تابع هدف استفاده شده در اين روش، تابع بهینگي مريوط 

کمتر بودن مقدار تابع  باشد،مي FCMبندي به روش خوشه

ي فشردگي بیشتر میان اعضاي موجود دهندهبهینگي نشان

-هاي متفاوت ميدر يک خوشه و پراکندگي میان خوشه

باشد. به عبارت ديگر هرچه مقدار بدست آمده براي تابع 

بندي عملکرد بهتري بهینگي کمتر باشد، روش خوشه

داشته است. در مورد زمان اجرا نیز واضح است که سرعت 

 شود.بالاتر يک روش از امتیازات آن روش محسوب مي

-يکي ديگر از معیارهاي بررسي عملکرد يک روش خوشه

مربوط به آن   Precisionار دقت يا ي مقدبندي محاسبه

با مفهوم براي توضیح مفهوم دقت، ابتدا  روش است.

آشنا  (Classification Matrix) ماتريس درهم ريختگي

-خوشهاين ماتريس چگونگي عملکرد الگوريتم . شويممي

به تفکیک انواع و را با توجه به مجموعه داده  بندي

( اين ماتريس 4) جدول .دهدنمايش ميموجود هاي دسته

 دهد.را نشان مي

 ماتريس درهم ريختگي -4جدول 
پیش بیني 

 شده

 واقعي

Positive Negative 

Positive True Positive (TP) True Negative 

(TN) 

Negative False Positive 

(FP) 

False Negative 

(FN) 

، تعداد اشیايي است که TPدر اين ماتريس منظور از  

 iي اند و توسط الگوريتم به خوشهبوده iي متعلق به خوشه

، تعداد اشیايي است TNمنظور از  اند. تخصیص داده شده

اند و توسط الگوريتم به بودهن iي که متعلق به خوشه

، تعداد FPمنظور از  اند. تخصیص داده نشده iي خوشه

اند و توسط بودهن iي اشیايي است که متعلق به خوشه
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منظور اند و تخصیص داده شده  iي وشهالگوريتم به خ

اند بوده iي ، تعداد اشیايي است که متعلق به خوشهFNاز  

با اند. شدهنتخصیص داده  iي و توسط الگوريتم به خوشه

 گردد.( محاسبه مي59ي )( دقت از رابطه4توجه به جدول )

(59) 
FPTP

TP
p


 

ر باشد، الگوريتم واضح است که هرچه مقدار دقت بیشت

علاوه بر اين با توجه به جدول عملکرد بهتري داشته است. 

که از  شود( معیار ديگري به نام فراخواني تعريف مي4)

 گردد.( محاسبه مي54ي )رايطه

(54) 
FNTP

TP
R


 

میانگین هارمونیک دقت و  از F-measureمقدار 

 آيد.فراخواني بدست مي

(51) )
11

(
2

11

PRF
 

توان دريافت که ( نیز مي51ي )با دقیق شدن در رابطه

ي عملکرد بهتر دهندهنشان F-measure میزان بیشتر بودن

  باشد.الگوريتم مي

 نتایج حاصل و تفسیر آن -3-4

در  ،براي ارزيابي چگونگي عملکرد روش پیشنهادي

، سازي روش پیشنهاديپیادهنتايج حاصل از ( 1جدول )

بندي مبتني بر و روش خوشه FCMبندي الگوريتم خوشه

الگوريتم تکاملي ديفرانسیلي و بدون استفاده از روش کاهش 

 است.بر روي دو مجموعه داده، نشان داده شده بعد داده 

 سازي دو روش بر روي دو مجموعه دادهنتايج حاصل از پیاده -1جدول 

 Fitness Pr Fm Time(sec) روش مجموعه داده

CBF 

Proposed DE 3179.368 5.71 5.62 1721 

FCM 54218.4135 5.79 5.65 41 

DE 55528.595 5.79 5.62 6291 

Trace 

Proposed DE 537.436 5.14 5.69 7345 

FCM 5726.8864 5.15 5.19 63.285 

DE 251.763 5.12 5.18 8716 

( مشرهود اسرت، مقردار ترابع 1همانگونه که از جدول )

حاصل از روش ترکیبي پیشنهادي در هرر  (Fitness) هدف

بوده  DEو  FCMدو مجموعه داده کمتر )بهتر( از دو روش 

 F-measureو  (Pr) ي مقدار دقتاست. همچنین با مقايسه

(Fm ) توان به برترري روش مورد مقايسه، مي سهحاصل از

روش پیشنهادي نسبت به دو روش ديگر پي برد. در مرورد 

هاي تکاملي معمرولا بره زمران زيرادي الگوريتم زمان اجرا،

ي زمران اجرراي براي اجرا نیازمندند و اين نکته با مقايسره

برره خرروبي مشررهود  FCMدو روش تکرراملي ديفرانسرریلي و 

 DCTپیشرنهادي از ضررايب است. اما از آنجا که در روش 

 DEبراي کاهش مجهولات مسئله بهره بررديم و الگروريتم 

يابرد، هر مرکرز خوشره را مري DCTيب ترين ضراتنها مهم

الگوريتم تکاملي ديفرانسیلي پیشنهادي نسبت به الگوريتم 

هراي تکاملي ديفرانسیلي که سعي در يافتن تمرامي المران

   نمايد.تر عمل ميها دارد، سريعمراکز خوشه

هاي پیچیده در مواجه با داده FCMبندي  روش خوشه

عملکررد نسربتا  هراي زمراني برا طرول زيرادهمچون سري

بندي معمولا احتمال بره ضعیفي دارد. در اين روش خوشه

هراي ي محلي با مواجره شردن برا دادهدام افتادن در بهینه

يابد. علاوه بر اين روش خوشه حجیم و پیچیده افزايش مي

زماني که معیار شباهت در نظرر گرفتره برراي  FCMبندي 

باشرد، کرارايي  اي به جز ترابع اقلیدسريها تابع فاصلهداده

گیري براي تابع خوبي ندارد. به عنوان مثال مفهوم میانگین

باشد در تعريف نشده و بي معني مي DTWاي مانند فاصله

گیرري برراي بدسرت از مفهوم میانگین  FCMحالي روش 

بنرابراين روش کنرد. هرا اسرتفاده مريآوردن مراکز خوشره

FCM زمراني و در هراي هايي مانند سريدر برخورد با داده

بره عنروان   DTW اي ماننردصورت استفاده از تابع فاصرله

 کند.معیار شباهت، ضعیف عمل مي

ها که مجهولات مراکز خوشه ،DEبندي در روش خوشه

هاي موجرود در مجموعره باشند هم طول با دادهمسئله مي

 DEهراي تکراملي داده در نظر گرفته شردند و از الگروريتم
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اي تمامي مراکز استفاده گرديرد. تعرداد هبراي يافتن المان

زياد مجهولات باعث کاهش کارايي الگوريتم مورد اسرتفاده 

شده و نتايج مورد انتظار را بدست نخواهد داد، بنابراين اين 

هايي برا سازي بر روي مجموعه دادهها تنها براي پیادهروش

 رسند.طول کم مناسب به نظر مي

رانسریلي پیشرنهادي بندي تکراملي ديفدر روش خوشه

هرا بره عنروان خوشه DCTترين  ضرايب تنها اولین و مهم

اند و پس از مشخص شردن مجهولات مسئله شناخته شده

هرا مراکرز خوشره DCTاين مقادير، با استفاده از معکروس 

گردنرد. بنررابراين مجهرولات مسرئله کرراهش بازسرازي مري

چشمگیري پیدا کرده و اين امرر عرلاوه برر کراهش زمران 

هراي محاسبات، باعث افزايش دقت و دسرتیابي بره جرواب

گرردد. بنرابراين روش پیشرنهادي برا تعرداد بهتر نیرز مري

-سازي بر روي مجموعره دادهمجهولات کمتر قابلیت پیاده

هاي زماني طويل را دارا بوده که اين امرر هايي شامل سري

 رود.هاي اين روش به شمار مييکي از بزرگترين مزيت

هرا و مراکرز به ترتیرب خوشره 4و  9و  2اي هدر شکل

الگرروريتم مبتنرري بررر  روش ،FCMاز روش  آمررده بدسررت

هاي کاهش بعرد تکاملي ديفرانسیلي بدون استفاده از روش

 در نشان داده شرده اسرت. و روش پیشنهادي، سري زماني

گیرري در بره خروبي اسرتفاده از مفهروم میرانگین 2شکل 

لي که همانگونه که قبلا مشهود است در حا FCMالگوريتم 

هرا ترابع به آن اشاره شد، زمراني کره معیرار شرباهت داده

-باشد، اسرتفاده از مفهروم میرانگین DTWاي مانند فاصله

و  9ي شرکل همچنین با مقايسرهباشد. گیري  درست نمي

استفاده از روش کراهش بعرد تبرديل توان به اهمیت مي 4

نظرر  دربرا  در روش پیشنهادي پي بررد.سینوسي گسسته 

هررا برره عنرروان خوشرره DCTترررين ضرررايب گرررفتن مهررم

کراهش مجهرولات مسرئله  و به عبارتي بامجهولات مسئله 

ي با جسرتجوشود که ايجاد ميالگوريتم براي را اين امکان 

   به دنبال جوابي بهینه باشد.در فضاي مسئله  بهتر

  FCMبندي ههاي بدست آمده از روش خوشها و مراکز خوشهخوشه -2شکل 

 هاي بدست آمده از روش تکاملي ديفرانسیلي بدون استفاده از روش کاهش بعد سري زمانيها و مراکز خوشهخوشه -9شکل 
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هاي بدست آمده از روش تکاملي ديفرانسیلي پیشنهاديو مراکز خوشه هاخوشه -4شکل 

 گیرینتیجه -6

بنرردي از ترکیررب  در ايررن مقالرره يررک روش خوشرره

و  FCMريتم تکاملي ديفرانسیلي و روش خوشه بنردي الگو

بنردي برراي گرروه ،DCT روش کراهش بعرداسرتفاده از با 

هاي زماني پیشنهاد داده شد. با در نظر گررفتن ترابع سري

ها و همچنرین به عنوان معیار شباهت داده DTW يفاصله

روش ، بره عنروان ترابع هردف FCMالگوريتم  بهینگيتابع 

هراي زمراني ي دو مجموعره داده از سرريبر روپیشنهادي 

و روش  FCMبنردي با الگوريتم خوشرهپیاده سازي شده و 

ديفرانسریلي بردون تکاملي  بندي مبتني بر الگوريتمخوشه

مقايسره گرديرد. از نظرر  ،استفاده از روش کاهش بعد داده

بندي پیشنهاد داده شرده کنردتر از زمان اجرا روش خوشه

بروده امرا از نظرر روش ديگرر از ر تسريعو  FCMالگوريتم 

-عمل مريدقت و کارايي، روش پیشنهادي بهتر از سايرين 

هراي تکراملي در يرافتن بره دلیرل توانرايي الگروريتمکند. 

هايي نزديک به بهینه در مسائلي با فضاي جستجوي جواب

بنرردي گسررترده، و از طرفرري کرراهش کررارايي روش خوشرره

FCM جریم شرامل دادههاي حدر مواجه با مجموعه داده-

ي هرا در حرل مسرئلههايي با بعد زياد، ترکیرب ايرن روش

هراي زمراني روش خروبي برراي بهبرود بندي سرريخوشه

باشد. در اين تحقیق نشان داده مي FCMعملکرد الگوريتم 

شد که الگوريتم تکاملي ديفرانسیلي که امرروزه بره عنروان 

روشي  ،هاي تکاملي مطرح است ترين الگوريتميکي از قوي

بنردي مناسب براي جبران نقراط ضرعف الگروريتم خوشره

FCM باشد.مي 
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