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 چکيده

باشد. به اين منظور، سه روش آناليز هاي زماني ميهاي  مختلف کشف مشاهدات اشتباه، در سريي روشهدف اين مقاله، مقايسه

ن سه روش در کشف مشاهدات اشتباه، ي عملکرد ايگيرند. به منظور مقايسهگذاري مورد بررسي قرار ميموجک، جستجوي باردا و آستانه

و مدي استفاده گرديده است. زماني که مدل تابعي مشاهدات معلوم  هاي جزرماهه،  بر اساس داده 4ي سازي شدههاي زماني شبيهاز سري

داراي نرخ موفقيت ، ، زيرا بدون وابستگي به نوع اشتباهاتباشد، روش جستجوي باردا، نسبت به دو روش ديگر، عملکرد قوي تري دارد

گذاري، باشد. زماني که مدل تابعي مشاهدات معلوم نباشد، آناليز موجک نسبت به روش آستانهمي  %44/1 و شکست تقريبا %211تقريبا 

 عملکرد بهتري دارد.

 .هاي زمانيگذاري، سريکشف مشاهدات اشتباه، آناليز موجک، جستجوي باردا، آستانه کليدي: گانواژ

 

                                                           
 سنده رابطينو  ∗
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 مقدمه -1

و چه  يکيژئودت يها، چه در کاربردهاز دادهيدر بحث آنال

از مشاهدات، ثبت و  يادي، تعداد زيعموم يدر کاربردها

-مجموعهک يل يشده که منجر به تشک يبردارا نمونهي
ار مهم به منظور ياز مراحل بس يکيگردند. يداده م

است. وجود   2اشتباهات، کشف يز منطقيک آناليداشتن 

ها، منجر به بروز خطا در مدل، مشاهدات اشتباه در داده

ج غلط ينادرست و نتا ينيبشيب پارامترها، پيبرآورد ار

 خواهد شد.

شود که  يگفته م يبه مشاهدات مشاهدات اشتباه،

ها، دادهمشاهدات موجود در مجموعه  ينسبت به مابق

-ر بزرگ در مجموعهيشه مقادي[. البته هم1ناسازگارند ]
ر ين مقاديست. اگر اير اشتباه نيمقاد يها، به معناداده

 يليخود، خ يهيهمسا يهايريگر اندازهينسبت به مقاد

ود ر موجيگر مقاديبزرگتر باشند، ممکن است نسبت به د

ز، بزرگتر و ناسازگار بوده و به يها نداده در کل مجموعه

 [.24شوند ] ياشتباه شناخته م يعنوان مشاهده

 ياز جمله: خراب يعلل بروز اشتباهات، عوامل متعدد

و ...  يمحاسبات ي، قرائت اشتباه، خطايدستگاه مشاهدات

ها دادهي اشتباه بايد از مجموعهتواند باشد. مشاهدهمي

 گردد. حذف

توان در سه گروه به طور کلي، اشتباهات را مي

 [:24بندي نمود ]تقسيم

i. شونده، از نظر : اشتباه جمع1شوندهاشتباه جمع

ظاهري، به صورت منفرد )تکي( روي سيگنال 

گيرد. اين نوع اشتباه، فقط )سري زماني( قرار مي

ي انجام شده در زمان بروز انحراف مقدار مشاهده

 دهد.اشتباه( را تحت تاثير قرار مي )زمان رخداد
ii. اين نوع اشتباه، علاوه بر اينکه مقدار 9اشتباه نو :

ي انجام شده در زمان بروز انحراف را مشاهده

دهد، مشاهدات بعد از زمان تحت تاثير قرار مي

کند. اشتباه نو، بروز انحراف را نيز، منحرف مي

دهد که خود سيگنال نيز اغلب زماني رخ مي

اي مقادير بزرگي است و به همين علت، کشف دار

 آن کمي مشکل است.

                                                           
outliers ۱  
additive outlier ۲  
innovative outlier ۳  

iii. اين نوع اشتباه معمولا4ًاي يا بلوکياشتباه توده : 

-گيري رخ ميبه علت نقص موقتي وسيله اندازه
 دهد.

-شونده، نو و تودهاز اشتباه جمع يا، نمونه2در شکل 
، نشان داده شده است. لازم به ذکر است که علاوه بر يا

 يز براين يگريد يهايبنداد شده، دستهي يبنددسته

 اشتباهات وجود دارد.

مقابله با اشتباهات  يبرا يار متعدديبس يهاروش

توان از يها، موجود دارد که بسته به نوع و کاربرد داده

ک يز و کشف اشتباهات، ين، آناليها استفاده کرد. بنابراآن

-گنال و مدليس يهايژگياست که به و ينسب يمسئله
 کشف اشتباه وابسته است. يمورد استفاده برا يها

ن است که يح بر ايکشف بهتر اشتباهات، ترج يبرا

ن صورت، يرا در ايابد. زيز، کاهش يگنال به نوينسبت س

-يده ميتر دها، واضحدادهاشتباهات در داخل مجموعه
 شوند.

 

 ا رنگب ياتودهشونده، نو و انواع اشتباهات: اشتباهات جمع  -2شکل
 ب از چپ به راستيبه ترت يگنال با رنگ خاکستريس يرو يمشک

 

 5موجکز يآنال -2

 يگنال که داراياز س ييبه منظور کشف اشتباهات، اجزا

-قرار گرفته تا اپک يباشند، مورد بررسيفرکانس بالا م
بالا رخ  يگنال، با دامنهيرات سييها، تغکه در آن ييها

ز يک ابزار آنالين منظور، به يبدافت شوند. يدهد، يم

گنال را هم نسبت به زمان و يم که سيازمنديگنال نيس

                                                           
bulk or block outlier ٤  
wavelet ٥ 
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، توسط ين ابزاريز کند. چنيهم نسبت به فرکانس، آنال 

به  يازين روش، نيشود. در ايز موجک فراهم ميآنال

ع مشاهدات يتابع توز يدانستن مدل مشاهدات و حت

زان يک، کاهش مز موجيآنال ياصل يدهيست. در واقع، اين

باشد. کشف مشاهدات اشتباه يز ميگنال به نوينسبت س

-است که در سال ياز موجک، مسئلهيبا استفاده از آنال
، 4اد مورد توجه قرار گرفته است ]يار زير بسياخ يها

5،22، 24، 23.] 

ل موجک و سپس به يح تبديدر ادامه، ابتدا به توض

ن روش يکشف اشتباه با استفاده از ا يح چگونگيتوض

 م.يپردازيم
 

 موجکل يتبد -2-1

موجک، يک خانواده از توابع پايه است که براي تقريب  

هايي نظير بسياري از توابع و بدست آوردن ويژگي

 . باشدناپيوستگي و ساير تغييرات ناگهاني، مناسب مي

1يهاد که دادهيکن فرض 2 nZ = (Z , Z , ..., Z مشاهده ، (

iاند که در آن شده iZ = f(t ) ،it = i / n ،

i = 1, ..., n و
J

n = موجک،  يل گسستهياست. تبد 2

ب موجک ياز ضرا ييبه بردارهاZ بردار  يهيتجز يبرا

,D(0) يعني ..., D(J - 2), D(J - ل قائم ي،از تبدC(0)و(1

ب، شامل يرد. هر مجموعه از ضرايگيبهره م
j

عضو  2

jاست که در آن،  = 0,1,..., J - باشد. لازم به ذکر يم 1

 ييهانباشد، روش 1از  يها، تواناست که اگر تعداد داده

 [.24،  4ن مشکل ارائه شده است ]يحل ا يبرا

ل يتبد يمادر مورد استفاده برا يهاتعداد موجک

ق، استفاده از ين تحقياد است. در ايار زيموجک، بس

ب موجک، با استفاده از ي، مدنظر است. ضرا2موجک هار

ک جفت يع که بر اساس ينگ سريلتريف يهاتميالگور

هستند، قابل  (G)گذر نييو پا (H)بالاگذر لتر يف

ب به ي، به ترتGو  H يلترهايباشند. فيم يابيدست

kب يضرا يلهيوس Zh(k)
∈ 

kو   Zg(k)
∈ 

ب يضرا"که  

لترها، هم بر ين فيشوند. ايف مينام دارند، تعر "لتريف

                                                           
waveletHaar  ۱  

 به Gو  H يلترهايفگر عمود هستند. يکديخود و هم بر 

 :گردنديمارائه  1و  2روابط صورت  ب، بهيترت
 

k k k-1HZ =h(0)Z +h(1)Z
1 1

h(0)= , h(1)=-
2 2





(1)

 

k k k-1GZ =g(0)Z +g(1)Z
1 1

g(0)= , g(1)=
2 2





(2)

 

Jز يسا يها، دارااگر داده
n = ل يتبدباشند، آنگاه  2

است. در  يسازهيسطح تجز Jازمند ي، نموجک يگسسته

D(Jها بهاول، داده يمرحله - C(Jو (1 - -يه ميتجز (1
با فرکانس بالا و  يب شامل اجزايشوند که به ترت

 يه رويدوم، تجز ين هستند. در مرحلهييفرکانس پا

C(Jيهاداده - د يجد يرد و دو مجموعهيپذيانجام م (1
D(J - C(Jو (2 -  يسازهين تجزيکند؛ ايد ميرا تول (2

گر قابل يد C(0)که ييابد، جاييادامه م J يتا مرحله

ها و شتر با موجکيب ييآشنا يبرا ست.يه شدن نيتجز

[ 25 ،7ر ]ينظ يتوان به منابعيها، مآن يهايژگيو

 مراجعه نمود.
 

ص اشتباهات با استفاده از يتشخ ينحوه -2-2

 موجکز يآنال

[. ضرايب موجک، 5ارائه گرديد ] 1122اين روش در سال 

,D(0)يعني ..., D(J - 2), D(J - شامل اجزاي با فرکانس  ،(1

  1غير نرمبالا هستند به طوري که نسبت به رفتارهاي    

با طول تيز  کهاي  نوسيگنالها مانند  نويز، پرش و داده

از آن  .[24 ،5] ، حساسيت بالايي دارند9زماني کوتاه

هاي زماني اغلب به صورت جايي که اشتباهات در سري

کنند، هاي مشاهداتي بروز ميدر داده 5و پرش 4برآمدگي

                                                           
 smooth-non ۲  

data spike ۳ 
bump ٤  
jump ٥ 
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توان به کشف بنابراين، با استفاده از ضرايب موجک مي

 اين اشتباهات پرداخت.

تنها فرض اين روش، استقلال تقريبي و نرمال بودن 

تبديل موجک، باشد. در حقيقت، ضرايب موجک مي

هاي وابسته باشد که اگر روي دادهداراي اين ويژگي مي

به هم اعمال گردد، ضرايب موجک توليد شده، داراي 

هاي اصلي بوده و وابستگي بسيار کمتري نسبت به داده

سازي، بيشتر اين وابستگي با افزايش مراحل تجزيه

[. از طرفي، ضرايب موجک بدست 29 ،5يابد ]کاهش مي

هايي با توزيع نرمال، خود نيز داراي توزيع از دادهآمده 

[. اين روش، با قرار دادن يک حد 24باشند ]نرمال مي

آستانه براي ضرايب موجک در هر يک از مراحل تجزيه 

ي مورد پردازد. حدآستانهسازي، به کشف اشتباهات مي

 ام عبارتست از: jي استفاده در مرحله

j

1
2τ = σ (2log(n))  که در آنjσ انحراف معيار ضرايب ،

[. انتخاب اين 23 ،3باشد ]ام مي jي موجک در مرحله

هاي آيد که براي دادهآستانه، از اين موضوع برميحد
2

1 2 n iZ , Z , ..., Z ~N(0, σ  ، داريم:(
 

{ }lim P max Z /σ 2 log(n) 0i i1 i n

n

> →
≤ ≤

→ ∞

(3)

 

هم براي هاي مستقل و ، هم براي داده9ي رابطه

هاي وابسته، برقرار است. احتمال موجود در اين داده

رابطه، داراي کران بالاي 
1
2(4πlog(n))

−
 [.29باشد ]مي 

سازي، براي در اين روش، در هر مرحله از تجزيه

ي انحراف معيار ضرايب موجک، از ميانه استفاده محاسبه

ام، عبارتست  jي مي شود؛ يعني انحراف معيار در مرحله

 از:
 

 

 

kdکه در آن، (j)ي ، ضريب موجک در مرحلهj  ام از 

ي ي  ضرايب  مرحلهميانه ،k،jMسازي و در محل تجزيه

j  ام وjn ي تعداد ضرايب مرحلهj همچنين  باشد.ام  مي

AD باشد.قدرمطلق انحراف از ميانه مي، بيانگر ميانگين 

ي انحراف معيار و در نتيجه حد آستانه بعد از محاسبه

در هر مرحله، نوبت به قياس ضرايب موجک و حد 

رسد. آن دسته از ضرايبي که آستانه در هر مرحله مي

قدر مطلقشان از حد آستانه بيشتر گردد مشخص شده و 

هدات اشتباه ها، به عنوان مشامشاهدات مربوط به آن

سازي تا چند شوند. در اين روش، تجزيهشناخته مي

ي اول مورد نياز است. زيرا اشتباهات در همان مرحله

دهند. لازم به ذکر است مراحل اوليه، خود را نشان مي

ي آخر ها، از دو مرحلهها و برآمدگيکه براي کشف پرش

 [.23ي موجک نيز استفاده شده است ]تجزيه

هاي سري زماني معلوم باشد، حيح دادهاگر مدل ص

بهتر است که از اين اطلاعات براي کشف اشتباهات 

استفاده شود. به اين ترتيب که بعد از برازش مدل به 

ها به عنوان سري مشاهداتي ها، از بردار باقيماندهداده

استفاده شده و مطابق روند ذکر شده، اشتباهات 

 استخراج گردند.

 

 1بارداجستجوي  -3

ارائه  2341ي اين روش، توسط باردا در سال ي اوليهايده

[. اين روش مبتني بر سرشکني کمترين 2گرديد ]

مربعات بوده و به صورت مرحله به مرحله به کشف و 

پردازد. در واقع، در هر مرحله، شناسايي اشتباهات مي

اي که بيشترين مقدار بزرگترين مشاهده يعني مشاهده

گيرد، مورد آزمون کشف به خود ميقدرمطلق آماره را 

گيرد؛ اگر اين مشاهده، در آزمون آماري اشتباه قرار مي

ي اشتباه شناسايي و حذف رد شود، به عنوان مشاهده

گردد و روند گفته شده، براي کشف اشتباه بعدي مي

ي مذکور، در آزمون آماري شود. اگر مشاهدهتکرار مي

نشده  تباه  در نظر گرفتهعنوان اشپذيرفته گردد، آنگاه به

تابعي مدل گردد. زماني که و روند کشف اشتباه متوقف مي

مشاهدات، يک مدل خطي باشد، آنگاه اجراي اين روش 

 [:27]توان در سه قدم، خلاصه نمود را مي

i. بررسي صحت کلي مدل و مشاهدات از 1کشف :

طريق آزمون فاکتور وريانس وزن واحد )در اين 

ي مشاهدات به صورت يکجا، تحت مرحله، کليه

، يعني عدم وجود اشتباه در 0Hفرض صفر 

                                                           
Baarda ۱  
detection ۲ 

j

j
j

n1
σ =AD(D(J-j)) = d (j)-Mj kk=1n

∑ (4)
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گيرند. اين آزمون مشاهدات، مورد آزمون قرار مي 

ها، دادهبيانگر اين موضوع است که آيا در مجموعه

 اشتباه وجود دارد يا نه؟(؛ 
ii. مشخص کردن خطاي مدل که سبب 2شناسايي :

گردد )در اين مرحله، مي 0H ررد شدن فرض صف

تک تک مشاهدات براي تشخيص اشتباهات، مورد 

 گيرند(؛آزمون قرار مي
iii. تصحيح و يا حذف مشاهداتي که به 1سازگاري :

اند )اين مرحله عنوان اشتباه تشخيص داده شده

ي منطقي دادهبه منظور داشتن يک مجموعه

-ي بدون اشتباه با دادهيعني يک مجموعه داده
 پذيرد(.سازگار، انجام مي هاي

توانند تا زماني که مشاهدات اين سه مرحله، مي

پذيرفته شوند، ادامه يافته  0Hباقيمانده، تحت فرض صفر 

و يک روند تکراري را براي کشف مشاهدات اشتباه ايجاد 

 [.27کنند ]

داده با به منظور کشف اشتباهات در يک مجموعه

بايست يک سرشکني استفاده از روش باردا، ابتدا مي

ها اعمال گردد. اگر دادهکمترين مربعات روي مجموعه

 معادلات مدل مشاهدات خطي، به صورت زير باشد:
 

y=Ax+e (5)

  

، Aبعدي از مشاهدات،  m، بردار yکه در آن، 

mماتريس طرح  × n  ،بعديx بردار ،n  بعدي از

ها است، آنگاه بعدي از باقيمانده m، بردار eمجهولات و 

 4ي برآورد کمترين مربعات از مجهولات بر اساس رابطه

 قابل حصول است:

 
T -1 -1 T -1

y yx̂ (A Q A) A Q y= (6)

 

، ماتريس کوريانس مشاهدات yQ، 4 يدر رابطه

 است. 

                                                           
identification ۱  
adaptation ۲  

ي مشاهدات، با استفاده به اين ترتيب، بردار باقيمانده

 قابل برآورد است: 1 يو رابطه 7ي از رابطه

A
T -1 -1 T -1

A y y

ê =P y

P I-A(A Q A) A Q

⊥

⊥
=





(7)

(8)

 

شده نيز هاي برآوردماتريس کوريانس بردار باقيمانده

 ، بدست مي آيد:3ي از طريق رابطه
 

T -1 -1 T
ê y y A yQ Q -A(A Q A) A P Q

⊥
= = (9)

 

اي که براي کشف اشتباه در نظر در روش باردا، آماره

هاست. در واقع شود، بر اساس بردار باقيماندهگرفته مي

ها نسبت به انحراف معيارشان مقايسه گشته و باقيمانده

 [:27هند ]درا تشکيل مي w-testي آماره
 

ê

-1T
i y
-1 -1T

ii y y

ˆc Q e
w =i

c Q Q Q c
(10)

 

 

، يک بردار ستوني است که تمام  icکه در آن، 

ام که يک است، صفر  iهاي آن به جز مؤلفه ي مؤلفه

، يک ماتريس قطري باشد، yQاگر ماتريسباشد. مي

 شود:تبديل مي 22ي به رابطه 21 يآنگاه رابطه
 

i

i

ê

ê
wi

σ
= (11)

 

 که در آن داريم:
 

iˆ ˆe e iiσ = (Q ) (12)

 

 اگر مشاهدات، داراي تابع توزيع نرمال باشند، آنگاه

ها نيز، داراي توزيع نرمال هستند. به اين باقيمانده

مشاهدات  که مقياس ماتريس کوفاکتورترتيب، در صورتي

داراي  21ي ي موجود در رابطهآنگاه آمارهمعلوم باشد، 

 0Hتوزيع نرمال خواهد بود که در اينصورت  فرض صفر 
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براي اين آزمون آماري عبارتند از  Haو  فرض مخالف 

[21:] 
 

   0 aH : w~N(0,1) , H : w~N( w,1)∇  
 

در باشد. ، پارامتر عدم مرکزيت مي∇w که در آن،

صورتي که مقياس ماتريس کوفاکتور مشاهدات معلوم 

استيودنت  tي مذکور داراي توزيع نباشد، آنگاه آماره

و فرض  0Hخواهد بود که در اينصورت فرض صفر 

 [:21] براي اين آزمون آماري عبارتند از Haمخالف 
 

0 aH : w~t(m-n-1,0) , H : w~t(m-n-1, w)∇  
 

 باشد.، پارامتر عدم مرکزيت مي∇w که در آن نيز،

به ازاي تمام مشاهدات بدست آمد، فقط iwپس از آنکه

مورد آزمون آماري قرار  iwبزرگترين مقدار قدرمطلق 

گيرد.مي
تايي از  mي مجموعهبراي درک بهتر اين روش، يک  

مشاهدات را در نظر بگيريد. بدون آنکه به کلي بودن 

 ي اي وارد شود، فرض کنيد که مشاهدهمسئله، لطمه
mي اشتباه شناخته شده است. اين ام به عنوان مشاهده

هاي مشاهده بايستي که از ليست مشاهدات و ماتريس

مورد استفاده براي سرشکني، حذف گردد. يعني بردار 

ام برآورد  mي هاي جديد، بايد با حذف مشاهدهباقيمانده

 گردد.

     
اگر

2

mσ ،وريانس ،my مقدار مشاهده و ،ma ،

مربوط به اشتباه کشف شده باشد، آنگاه  Aسطري از 

 داريم:
 

m-1

m

A
A=

a

 
 
  

(13)

 

m-1

2

m

y

y

Q 0

Q =
0 σ

 
 
  

(14)

 

m-1

m

y
y=

y

 
 
  

(15)

 
 

از سرشکني کمترين مربعات، برآورد  myبا حذف اثر

ها بدست جديدي از بردار مجهولات و بردار باقيمانده

 آيد که عبارتند از:مي
 

m-1 m-1

T -1 -1 T -1
(A Q A ) A Q ym-1 m-1 y m-1 m-1 y m-1x̂ = (16)

 

m-1m-1 m-1m-1ˆ ˆe y A x= − (17)

 
روند اجراي اين روش را با استفاده از يک ، 1شکل 

 گذارد.فلوچارت، به نمايش مي

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 اجرايي روش باردا در کشف و حذف مشاهدات اشتباه روند -2شکل
 

 شروع

 انيپا

ن يکمتر يانجام سرشکن

مجموعه  يمربعات برا

 مشاهدات

 هاماندهيبرآورد بردار باق

براي تمامي  w-testي محاسبه آماره

 مشاهدات

 ريخ

 يبل

حداقل يک وجود 

مشاهده با مقدار 

بيش  w-testي آماره

 از مقدار بحراني

حذف مشاهده متناسب با 

 w-testبزرگترين آماره 

 بزرگتر از مقدار بحراني
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در واقع به اين روش، به علت ماهيت تکراري بودن و  

علت تکرار کردن سرشکني کمترين مربعات در هر 

کند. البته  مرحله، بار محاسباتي سنگيني را  تحميل مي

هايي وجود دارند که بار محاسباتي اين روش را به تکنيک

 دهند.طرز چشمگيري کاهش مي

 گذاريآستانه -4

اين روش، يک راه حل استاندارد براي کشف اشتباهات 

ي ماکزيمم استفاده اين کار از يک حدآستانهاست و براي 

هاي خود [. اين حدآستانه، معمولا با ويژگي1کند ]مي

 ها، در ارتباط است.داده

گذاري، براي مشاهدات، يک توزيع روش آستانه 

گيرد که اين توزيع، معمولا توزيع نرمال معلوم در نظر مي

داده به صورت اگر يک مجموعه است. بنابراين،

{ }i 1 2 ny = y , y , ..., y داشته باشيم، آنگاه روش آستانه-

2گذاري، با فرض توزيع 
N(μ, σ ها، به صورت براي داده (

 [:1]زير قابل تعريف است 
 

{ }
21-out(α,μ,σ)= i=1,2,...,n: y -μ >z σi α (18)

 

,out (αکه در آن،  μ, σ)ي اشتباهات، ، محدودهσ, μ ،

ها و به ترتيب ميانگين و انحراف معيار )مجهول( داده

α1 - 2
z ،دار متناسب با سطح معني 2مقدار بحرانيα

21 - 

بوده که از جداول توزيع نرمال استاندارد، قابل استخراج 

، αباشد. در واقع، اين روش، متناسب با مقدارمي

مشاهداتي را که از توزيع 
2

N(μ, σ انحراف دارند، به  (

 کند.عنوان مشاهدات اشتباه شناسايي مي

نه فقط براي توزيع  21ي لازم به ذکر است که رابطه

نرمال که براي هر توزيع متقارن ديگري با تابع چگالي 

همچنين مي توان در اين [. 9مثبت، قابل تعميم است ]

رابطه، به جاي استفاده از ميانگين، از ميانه و يا هر مقدار 

 [.24پايدار ديگري استفاده نمود ]

ها اگر اين محاسبات، براي قسمت کوچکتري از داده

 بازنويسي  شود،  آنگاه   mاي  با  بعد  محدود  در  پنجره

 ها عبارتست از:ي اشتباهات براي آنمحدوده
 

                                                           
critical value ۱  

{ }α
2

y yout(α, ,s ,m)= i=1,2,...,m: y - >z sm mm mi 1- (19)

 

}که در آن }i 1 2 my = y , y , ..., y مشاهدات بردار ،
n

y R∈  بوده وmms , y به ترتيب برآوردهايي از ،

باشند.ي مذکور ميداده mميانگين و انحراف معيار 
ms 

 محاسبه نمود:  11را مي توان از رابطه 
 

1
2m

2
i mm

i-1
= 1s (y -y )

m-1

 
 
 
 

∑ (20)

 

miاگر   myy out(α, , s , m)∈ آنگاه ،iy  به عنوان

شود. بعد از اعمال روش ي اشتباه شناخته ميمشاهده

ها، ي کوچک از دادهگذاري براي اين مجموعهآستانه

سمت جلو ي يک مشاهده، به ي مذکور به اندازهپنجره

ي جديد يعني حرکت کرده و محاسبات براي مجموعه

{ }i 2 3 m +1y = y , y , ..., y شود. حرکت اين تکرار مي

ها، ادامه دادهپنجره و انجام محاسبات، تا پايان مجموعه

 يابد.مي

حسن اين روش، بار محاسباتي کم است در حالي که 

با استفاده از اين روش، ممکن است بسياري از 

ي اشتباه شناسايي مشاهدات، به غلط، به عنوان مشاهده

 شوند.
 

 ناليز عدديآ -5

-ي عملکرد سه روش آستانهاين قسمت، به مقايسهدر 
گذاري، آناليز موجک و جستجوي باردا در کشف 

مشاهدات اشتباه پرداخته خواهد شد.  براي بررسي 

هاي نامبرده، بايد از تعداد واقعي و مکان قدرت روش

-مشاهدات اشتباه، آگاهي داشته باشيم که در مورد داده
هاي واقعي، اين امکان وجود  ندارد. بنابراين،  بايد  از 

سازي شده استفاده نمود. بدين منظور  هاي  شبيهداده

هاي جزر  و  مدي  اخذ  شده از يک سري زماني از داده

ي هانگلستان، در باز 9نيولينواقع  در ايستگاه   1گيجتايد

′زماني ′−14 : 30 1993 /05 /11 13 : 45 1993 /01/06 ،

داده انتخاب گرديد. فاصله زماني بين  21111شامل 
                                                           

tide gauge ۲  
Newlyn ۳  
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 4دقيقه بوده و به جز چند مورد محدود ) 51، هاداده
 مورد(، گپي در آن ها وجود ندارد.

سازي شده، طي مراحل زير بدست هاي شبيهداده

 اند:آمده

ابتدا از طريق سرشکني کمترين مربعات، بردار 

، برآورد گرديد؛ بدين منظور ŷمشاهدات سرشکن شده 

شد. با دلي به مشاهدات، برازش داده ميبايست ممي

فرکانس اصلي شناخته شده براي جزر و  245استفاده از 

مد و با استفاده از توابع هارمونيک، مدل مشاهدات 

 [:21عبارتست از ]
 

145

i i0 k k k kk=1
y i iE( (t )) = y + rt + a cosω t +b sinω t∑ (21)

i=1,2, … , n 

 
، 12ي در رابطه

iy ( t از  itي ي لحظه، مشاهده(

، kω، تعداد مشاهدات سري زماني، nسري زماني، 

kام، kفرکانس اصلي  kb ,a،  ،ضرايب توابع هارمونيک

0r, yبه ترتيب، محل تقاطع و شيب ترند خطي مي ،-
باشند.

را تشکيل داده و  A، ماتريس طرح 12ي مطابق با رابطه 

 سرشکني را انجام داديم:
 

T -1 T
x̂=(A A) A y (22)    

 

x̂شامل ضرايب توابع باشد که ، بردار مجهولات مي

kهارمونيک، kb ,a ،0و محل تقاطع و شيبr, y .است ،

 رسد:مي ŷحال نوبت به محاسبه ي 
 

ˆ ˆy=Ax (23)

 

 N(0,0.05)سپس يک نويز سفيد با توزيع نرمال 

 اضافه گرديد:  ŷساخته شد و به 
 

WNˆy y′ = + (24)
 

اضافه  ′yنيز به داده هاي  اشتباهاتدر نهايت، 

 گرديد.

ي همه جانبه بين سه روش نامبرده براي يک مقايسه

ها به اندازه اشتباهات و چه از حساسيت آنچه از نظر 

ي دسته 21، به نوع اشتباهاتها نظر حساسيت آن

مختلف از اشتباهات به شرح زير ساخته شد که هر دسته 

، اعمال ′yهاي موجود در بردار به طور مجزا به داده

 گرديده و بررسي شدند:

شونده که به صورت کاملا اشتباه جمع عدد 211 -2

ي   بازهها در ي آناند و اندازهتصادفي توزيع شده

 گيرد؛متر قرار مي[ سانتي11   91]
شونده که به صورت کاملا اشتباه جمععدد  11 -1

اي با اند و يک اشتباه تودهتصادفي توزيع شده

ها در ي آنمشاهده( که اندازه 11ساعت ) 5طول 

 گيرد؛متر قرار مي[ سانتي11   91ي   ]بازه
 شونده که به صورت کاملااشتباه جمععدد  211 -9

ي   ها در بازهي آناند و اندازهتصادفي توزيع شده

 گيرد؛متر قرار مي[ سانتي41   51]
شونده که به صورت کاملا اشتباه جمععدد  11 -4

اي با اند و يک اشتباه تودهتصادفي توزيع شده

ها در ي آنمشاهده( که اندازه 11ساعت ) 5طول 

 گيرد؛متر قرار مي[ سانتي41   51ي   ]بازه
شونده که به صورت کاملا اشتباه جمععدد  211 -5

ي   ها در بازهي آناند و اندازهتصادفي توزيع شده

 گيرد؛متر قرار مي[ سانتي41   71]
شونده که به صورت کاملا اشتباه جمععدد  11 -4

اي با اند و يک اشتباه تودهتصادفي توزيع شده

ها در ي آنمشاهده( که اندازه 11ساعت ) 5طول 

 گيرد؛متر قرار مي[ سانتي41   71ي   ]بازه
شونده که به صورت کاملا اشتباه جمععدد  211 -7

ي   ها در بازهي آناند و اندازهتصادفي توزيع شده

 گيرد؛متر قرار مي[ سانتي11   31]
شونده که به صورت کاملا اشتباه جمععدد  11 -1

اي با اند و يک اشتباه تودهتصادفي توزيع شده

ها  ي آنمشاهده( که اندازه 11ساعت ) 5طول 

 رد.يگيمتر قرار م[ سانتي11   31ي  ]در بازه
شونده که به صورت کاملا اشتباه جمععدد  211 -3

ي ها در بازهي آناند و اندازهتصادفي توزيع شده

 گيرد؛متر قرار مي[ سانتي31   211]
شونده که به صورت کاملا عدد اشتباه جمع 11  -21

اي با اند و يک اشتباه تودهتصادفي توزيع شده
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ها در ي آنمشاهده( که اندازه 11ساعت ) 5طول  

 گيرد.متر قرار مي[ سانتي31   211ي ]بازه
علت انتخاب اين محدوده از اشتباهات اين است که 

بعد از برازش مدل ذکر شده به مشاهدات مورد استفاده، 

-متر قرار ميسانتي 41تا  -91ها در بازه بردار باقيمانده
متر، سانتي 51تا  41گرفتند. البته انتخاب محدوده هاي 

 211تا  31متر و سانتي 31تا  11متر،سانتي 71تا  41

هاي کشف متر به منظور بررسي رفتار روشسانتي

مشاهدات اشتباه به ازاي افزايش بزرگي اشتباهات بوده 

 است.
دسته 21ها، به ازاي هر يک از سازي دادهشبيه

بار صورت گرفت. در ادامه، نتايج حاصل از  51، اشتباهات

، کشف اين اشتباهات، با استفاده از سه روش مذکور

ي عملکرد سه به منظور مقايسه شوند.توضيح داده مي

استفاده  1نرخ شکستو  2نرخ موفقيتروش، از دو معيار 

نسبت تعداد شده است. نرخ موفقيت عبارتست از 

مشاهداتي که به درستي به عنوان مشاهدات اشتباه 

اند، به تعداد کل مشاهدات اشتباه و نرخ کشف شده

شکست عبارتست از نسبت تعداد مشاهداتي که به غلط 

اند، به تعداد کل به عنوان مشاهدات اشتباه کشف شده

 مشاهدات.

شده در گذاري ارائهها، روش آستانهدر تمامي دسته

ي و طول پنجره α = 15/1دار با ضريب معني 23رابطه 

11m= کار رفته است؛ طول پنجره با سعي و خطا به

بدست آمده است. همچنين در روش جستجوي باردا، 

مورد استفاده قرار گرفته  α = 115/1دار ضريب معني

کارگيري تمام قدرت منظور بهاست. در روش موجک، به

ي آخر صورت گرفته است. لهسازي تا مرحموجک، تجزيه

مقياس علت نامعلوم بودن در بکارگيري روش باردا به

 tبا توزيع  w-test، آماره ماتريس کوفاکتور مشاهدات
استيودنت مورد آزمون قرار گرفته است. با  توجه به 

هاي اينکه مدل تابعي مشاهدات در دست است، روش

ها، امکان بر بررسي دادهگذاري، علاوهموجک و آستانه

آمده از برازش مدل به ها )بدستبررسي بردار باقيمانده

بردار مشاهدات( به منظور کشف مشاهدات اشتباه را نيز 

هاي موجک و ها، روشدارند. بنابراين، در هر يک از دسته

                                                           
outlier rate of success (ORS) ۱  

outlier rate of failure (ORF) ۲  

ها و هم روي بردار گذاري، هم روي بردار دادهآستانه

عددي هريک از اند. نتايج آناليز ها اعمال شدهباقيمانده

 اند.جدول، گردآوري شده21ي بالا، در دسته 21

هاي لازم به ذکر است که در بکارگيري تمامي روش

مورد استفاده براي کشف مشاهدات اشتباه در اين مقاله، 

اساس سعي و خطا و همچنين انتخاب پارامترهاي موثر، 

ها بوده است. به عبارت اخذ بهترين نتايج از اين روش

هاي هاي مورد استفاده، دادهجايي که دادهاز آن ديگر،

باشند و مکان بروز اشتباهات سازي شده ميشبيه

گذاري، هاي آستانهمشخص است، پارامترهاي روش

موجک و جستجوي باردا به نحوي انتخاب گرديدند که 

ها بهترين نتايج را گرفت و به اين ترتيب بتوان از آن

هم مقايسه کرد. همچنين، به ها را با بهترين نتايج آن

هاي باردا و آستانه روشاين نکته بايد توجه نمود که 

و اين  گذاري به مقياس کوفاکتور مشاهدات حساسند

ها را در کشف تواند عملکرد اين روشمقياس مي

مشاهدات اشتباه، تحت تاثير قرار دهد که بررسي اين 

 موضوع از حوصله اين بحث خارج است.

نرخ موفقيت متوسط و نرخ شکست  شامل 2جدول 

گذاري، موجک و جستجوي هاي آستانهمتوسط روش

شونده با عدد اشتباه جمع 211باردا، در صورت وجود 

باشد. متر و با توزيع تصادفي ميسانتي 91تا  11بزرگي 

شامل نرخ موفقيت متوسط و نرخ شکست  1جدول 

گذاري، موجک و جستجوي هاي آستانهمتوسط روش

 11شونده  و عدد اشتباه جمع 11دا، در صورت وجود بار

متر و با سانتي 91تا  11اي با بزرگي عدد اشتباه توده

شامل نرخ موفقيت  9باشد. جدول توزيع تصادفي مي

گذاري، هاي آستانهمتوسط و نرخ شکست متوسط روش

عدد  211موجک و جستجوي باردا، در صورت وجود 

متر و با سانتي 51تا  41 شونده با بزرگياشتباه جمع

شامل نرخ موفقيت  4باشد. جدول توزيع تصادفي مي

، گذاريهاي آستانهمتوسط و نرخ  شکست  متوسط روش

عدد  11وجود  موجک و جستجوي باردا، در صورت 

 41اي با بزرگي عدد اشتباه توده 11شونده و اشتباه جمع

 5جدول  باشد.متر و با توزيع تصادفي ميسانتي 51تا 

-شامل نرخ موفقيت متوسط و نرخ شکست متوسط روش
گذاري، موجک و جستجوي باردا، در صورت هاي آستانه

 71تا  41شونده با بزرگي عدد اشتباه جمع 211وجود 

شامل  4باشد. جدول متر و با توزيع تصادفي ميسانتي
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هاي نرخ موفقيت متوسط و نرخ شکست متوسط روش

گذاري، موجک و جستجوي باردا، در صورت وجود آستانه

اي با عدد اشتباه توده 11شونده  و عدد اشتباه جمع 11

باشد. متر و با توزيع تصادفي ميسانتي 71تا  41بزرگي 

شامل نرخ موفقيت متوسط و نرخ شکست  7جدول 

 گذاري، موجک و جستجويهاي آستانهمتوسط روش

شونده با شتباه جمععدد ا 211باردا، در صورت وجود 

باشد. متر و با توزيع تصادفي ميسانتي 31تا  11بزرگي 

شامل نرخ موفقيت متوسط و نرخ شکست  1جدول 

گذاري، موجک و جستجوي هاي آستانهمتوسط روش

 11شونده  و عدد اشتباه جمع 11باردا، در صورت وجود 

متر و با سانتي 31تا  11اي با بزرگي عدد اشتباه توده

شامل نرخ موفقيت  3باشد. جدول وزيع تصادفي ميت

گذاري، هاي آستانهمتوسط و نرخ شکست متوسط روش

  211تا   31موجک و جستجوي باردا،  با  بزرگي 

شامل  21باشد. جدول متر  و  با توزيع تصادفي ميسانتي

هاي نرخ موفقيت متوسط و نرخ شکست متوسط روش

اردا، در صورت وجود گذاري، موجک و جستجوي بآستانه

اي با عدد اشتباه توده 11شونده  و عدد اشتباه جمع 11

 .باشدمتر و با توزيع تصادفي ميسانتي 211تا  31بزرگي 

هاي کشف مشاهدات اشتباه، در صورت وجود نتايج روش  -2جدول 

متر و با سانتي 91تا  11شونده با بزرگي عدد اشتباه جمع 211

 توزيع تصادفي

 

مشاهدات اشتباه، در صورت وجود هاي کشف نتايج روش  -1جدول 

 11عدد اشتباه توده اي با بزرگي  11شونده  و عدد اشتباه جمع 11

 متر و با توزيع تصادفيسانتي 91تا 

 روش نرخ موفقيت نرخ شکست

 يآستانه گذار 89/4% 22/2%

 )با بردار داده ها(

 يآستانه گذار 522% 15/44%

 روش نرخ موفقيت نرخ شکست

 مانده ها(ي)با بردار باق

 موجک 66/6% 25/2%

 )با بردار داده ها(

 موجک 29/58% 46/5%

 مانده ها(ي)با بردار باق

 باردا يجستجو 24/89% 64/2%
 

هاي کشف مشاهدات اشتباه، در صورت وجود نتايج روش  -9جدول 

متر و با سانتي 51تا  41شونده با بزرگي عدد اشتباه جمع 211

 توزيع تصادفي

 روش نرخ موفقيت نرخ شکست

 يآستانه گذار 62/51% 22/2%

 )با بردار داده ها(

 يآستانه گذار 522% 15/44%

 مانده ها(ي)با بردار باق

 موجک 12/21% 28/2%

 )با بردار داده ها(

 موجک 12/88% 95/2%

 مانده ها(ي)با بردار باق

 باردا يجستجو 522% 64/2%
 

هاي کشف مشاهدات اشتباه، در صورت وجود نتايج روش  -4جدول 

 41عدد اشتباه توده اي با بزرگي  11شونده  و عدد اشتباه جمع 11

 متر و با توزيع تصادفيسانتي 51تا 

 روش نرخ موفقيت نرخ شکست

 يآستانه گذار 46/54% 24/2%

 )با بردار داده ها(

 يآستانه گذار 522% 22/44%

 مانده ها(ي)با بردار باق

 موجک 22/25% 25/2%

 )با بردار داده ها(

 موجک 82/92% 88/2%

 مانده ها(ي)با بردار باق

 باردا يجستجو 522% 64/2%
 

هاي کشف مشاهدات اشتباه، در صورت وجود نتايج روش -5جدول 

متر و با سانتي 71تا  41شونده با بزرگي عدد اشتباه جمع 211

 توزيع تصادفي

 روش نرخ موفقيت نرخ شکست

 يآستانه گذار 34/12% 11/1%

 ها()با بردار داده 

 يآستانه گذار 211% 71/99%

 مانده ها(ي)با بردار باق

 موجک 14/44% 91/1%

 روش نرخ موفقيت شکستنرخ 

 يآستانه گذار 86/1% 22/2%

 )با بردار داده ها(

 يآستانه گذار 522% 98/44%

 مانده ها(ي)با بردار باق

22/2%  
 

 موجک 12/9%

 )با بردار داده ها(

 موجک 92/84% 41/5%

 مانده ها(ي)با بردار باق

 باردا يجستجو 42/89% 64/2%
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 روش نرخ موفقيت نرخ شکست 

 )با بردار داده ها(

 موجک 44/33% 47/1%

 مانده ها(ي)با بردار باق

 باردا يجستجو 211% 44/1%
 

 
کشف مشاهدات اشتباه، در صورت وجود  يهاج روشينتا -6جدول 

 62 يبا بزرگ ياشتباه توده اعدد  22شونده  و عدد اشتباه جمع 92

 يع تصادفيمتر و با توزيسانت 52تا 

 روش نرخ موفقيت نرخ شکست

 آستانه گذاري 14/21% 17/1%

 )با بردار داده ها(

 آستانه گذاري 211% 12/99%

 )با بردار باقيمانده ها(

 موجک 11/94% 94/1%

 )با بردار داده ها(

 موجک 31/11% 45/1%

 باقيمانده ها()با بردار 

 جستجوي باردا 211% 44/1%
 

کشف مشاهدات اشتباه، در صورت وجود  يهاج روشينتا -5جدول 

متر و با يسانت 82تا  92 يشونده با بزرگعدد اشتباه جمع 522

 يع تصادفيتوز

 روش نرخ موفقيت نرخ شکست

 آستانه گذاري 74/14% 11/1%

 )با بردار داده ها(

 گذاري آستانه 211% 79/99%

 )با بردار باقيمانده ها(

 موجک 71/55% 45/1%

 )با بردار داده ها(

 موجک 51/33% 91/1%

 )با بردار باقيمانده ها(

 جستجوي باردا 211% 44/1%
 

کشف مشاهدات اشتباه، در صورت وجود  يج روشهاينتا -9جدول 

 92 يبا بزرگ يعدد اشتباه توده ا 22شونده  و عدد اشتباه جمع 92

 يع تصادفيمتر و با توزيسانت 82تا 

 روش نرخ موفقيت نرخ شکست

 آستانه گذاري 11/15% 14/1%

 )با بردار داده ها(

 آستانه گذاري 211% 14/99%

 )با بردار باقيمانده ها(

 موجک 14/45% 93/1%

 )با بردار داده ها(

 موجک 41/11% 45/1%

 روش نرخ موفقيت نرخ شکست

 )با بردار باقيمانده ها(

 جستجوي باردا 211% 44/1%

 
 

کشف مشاهدات اشتباه، در صورت وجود  يهاج روشينتا -8جدول 

متر و با يسانت 522تا  82 يشونده با بزرگعدد اشتباه جمع 522

 يع تصادفيتوز

 روش نرخ موفقيت نرخ شکست

 آستانه گذاري 31/13% 11/1%

 )با بردار داده ها(

 آستانه گذاري 211% 21/99%

 باقيمانده ها()با بردار 

 موجک 11/53% 44/1%

 )با بردار داده ها(

 موجک 44/33% 15/1%

 )با بردار باقيمانده ها(

 جستجوي باردا 211% 44/1%

 

کشف مشاهدات اشتباه، در صورت  يهاج روشينتا -52جدول 

با  يعدد اشتباه توده ا 22شونده  و عدد اشتباه جمع 92وجود 

 يع تصادفيو با توز متريسانت 522تا  82 يبزرگ

 روش نرخ موفقيت نرخ شکست

 آستانه گذاري 19/17% 13/1%

 )با بردار داده ها(

 آستانه گذاري 211% 14/99%

 )با بردار باقيمانده ها(

 موجک 44/41% 97/1%

 )با بردار داده ها(

 موجک 71/11% 93/1%

 )با بردار باقيمانده ها(

 جستجوي باردا 211% 44/1%

 

ه شده، به چند نوع يجا، با توجه به جداول تهن يدر ا

 م.يپردازيسه ميمقا
 

ها، در ز بردار دادهيج آنالينتا يسهيمقا -5-1

 شوندهحضور اشتباه جمع

توان گفت که در يم 3و  7، 5، 9، 2جداول با استناد به 

ت روش يک از دسته اشتباهات بالا، نرخ موفقيهر

ار يگر، بسيباردا، نسبت به دو روش د يجستجو

ت يز موجک از نرخ موفقين، آناليتر است. همچنريچشمگ
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برخوردار است.  يگذارنسبت به روش آستانه يشتريب

ش از دو يباردا ب يالبته نرخ شکست در روش جستجو

 يگذارش از روش آستانهيگر و در روش موجک بيروش د

ن اختلاف در مقابل اختلاف موجود يباشد که البته ايم

 ز است. يار ناچيت، بسيموفقدر نرخ 

ت ياشتباهات، نرخ شکست و موفق يش بزرگيبا افزا

است  ين در حاليبا ثابت مانده است. ايروش باردا، تقر

ش ي، با افزايگذارت روش موجک و آستانهيکه، نرخ موفق

 يکه بزرگ يابد. پس زمانييش مياشتباهات، افزا يبزرگ

، يگذارستانهز موجک و آيابد، آنالياشتباهات، کاهش 

 افتن اشتباهات دارند.يدر  يت کمتريموفق

اول  يشتر اشتباهات، در مرحلهيز موجک، بيدر آنال

 شد.يافت مي، يسازهيتجز
 

ها، ماندهيز بردار باقيج آنالينتا يسهيمقا -5-2

 شوندهدر حضور اشتباه جمع

توان گفت که يم 3و  7، 5، 9، 2با استناد به جداول 

ت يها، نرخ موفقبردار داده يها به جاماندهيباق ز برداريآنال

 يريرا به طرز چشمگ يگذارز موجک و آستانهيآنال

ن است که در ياز ا ين مسئله ناشيا دهد.يش ميافزا

ز تا يگنال به نويها، نسبت سماندهيز بردار باقيحالت آنال

در  يار مهمين، امر بسيافته و ايکاهش  ياديحدود ز

ن نرخ يهمچن. کشف اشتباهات است شتر دريت بيموفق

اشتباهات،  يش بزرگيافزا ين دو روش، به ازايت ايموفق

با ثابت ي، تقرباردا در قسمت قبل يهمانند روش جستجو

 مانده است.

 ، نسبت به حالت قبل،يگذارنرخ شکست روش آستانه

که، با استفاده  ياداشته است به گونه يريش چشمگيافزا

 ياز اطلاعات موجود در سر يادين روش، بخش زياز ا

از  يتوان ناشيش را مين افزايرود. اي، از دست ميزمان

-ن حديرا ايطول پنجره و آستانه مورد استفاده دانست؛ ز
د که روش يانتخاب گرد ياآستانه و طول پنجره به گونه

ن جواب يها بهترز بردار دادهيدر حالت آنال يگذارآستانه

کسان به منظور يط يحفظ شرا يرا بدهد و بعد از آن برا

ز مورد استفاده يها نماندهيز بردار باقيآنال يسه، برايمقا

ز ياست که نرخ شکست آنال ين در حاليقرار گرفت. ا

ش ين با افزاينکرده و همچن يموجک، تفاوت چندان

 ابد.يياشتباهات، کاهش م يبزرگ

شتر اشتباهات، در يز موجک، بيز، در آنالين جا نيدر ا

که  يشد. البته زمانيافت ميه، ، ياول يسازهيمراحل تجز

در  يسازهياز به تجزيافت، نيياشتباهات، کاهش م يبزرگ

 افت. ييش ميمراحل بالاتر، افزا

ها، در ز بردار دادهيج آنالينتا يسهيمقا -5-3

شونده و اشتباه حضور اشتباه جمع

 ياتوده

توان گفت که يم 21و  1، 4، 4، 1با استناد به جداول 

شونده هر دو با هم و جمع ياکه اشتباهات توده يزمان

با  يباردا، تفاوت يحضور دارند، رفتار روش جستجو

شونده حضور دارد، ندارد. که فقط اشتباه جمع يحالت

ک از دسته اشتباهات، نرخ شکست و يدر هر  يعني

ب يباردا، در هر دو حالت، با تقر يت روش جستجويموفق

 ين روش، تماميدر واقع  ا. کسان استي، يخوبار يبس

آل فاصله دارند را به عنوان دهيرا که از مدل ا يمشاهدات

ن نوع اشتباه يرد؛ بنابر ايگيمشاهده اشتباه در نظر م

 ن روش داشته باشد.يدر قدرت ا ير خاصيد تاثينبا

، ياص اشتباهات تودهي، در تشخيگذارروش آستانه

 يش بزرگيهرچند که با افزابا ناموفق است يتقر

، ياص اشتباهات تودهيت روش در تشخياشتباهات، موفق

ت و شکست ين نرخ موفقيابد. همچنييش ميافزا يکم

شونده که فقط اشتباه جمع ين روش، نسبت به حالتيا

ابد. روش ييش ميب، کاهش و افزايوجود دارد، به ترت

در نظر گرفته شده،  يهانمونه يبا در همه يموجک، تقر

اشتباهات، فقط قادر به  يسطوح بزرگ يدر همه

باشد. البته يم يااشتباه توده يص ابتدا و انتهايتشخ

 يکم باشد )مانند دسته  يلياشتباه خ يکه بزرگ يزمان

باشد.  ينم يص اشتباه توده اياول(، قادر به تشخ

ن روش، نسبت به يت و شکست اين نرخ موفقيهمچن

 يشونده وجود دارد، کاهش مفقط اشتباه جمع که يحالت

، ياابد. در روش موجک، به منظور کشف اشتباهات تودهي

ن مسئله ياز بود. اين يبالاتر يه سازيبه مراحل تجز

 ان شده است.يز بي[ ن5توسط منبع ]

ج اخذ شده در حالت يلازم به ذکر است که تمام نتا

 برقرار است.ز ين جا نيشونده، در احضور اشتباه جمع
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ها، ماندهيز بردار باقيج آنالينتا يسهيمقا -5-4 

شونده و اشتباه در حضور اشتباه جمع

 ياتوده

در  گفت که توانيم 21و  1، 4، 4، 1جداول با استناد به 

را به طور  يا، اشتباه تودهيگذارن حالت، روش آستانهيا

با در اکثر يدهد. روش موجک تقريص ميکامل تشخ

 يسطوح بزرگ يدر نظر گرفته شده، در همه يهانمونه

اشتباه  يص ابتدا و انتهاياشتباهات، فقط قادر به تشخ

ن يت و شکست اين نرخ موفقيباشد. همچنيم ياتوده

شونده وجود که فقط اشتباه جمع يروش، نسبت به حالت

ز، ين جا نيابد. در اييش ميب کاهش و افزايدارد، به ترت

، به يامنظور کشف اشتباهات تودهدر روش موجک، به 

 از بود.ي، نيبالاتر يسازهيمراحل تجز

ج اخذ شده در حالت يلازم به ذکر است که تمام نتا

 ز برقرار است.ين جا نيشونده، در احضور اشتباه جمع

 يريجه گينت -6

ار مهم به ياز مراحل بس يکيها، ز دادهيدر بحث آنال

اشتباهات است. ، کشف يز منطقيک آناليمنظور داشتن 

ها، منجر به بروز خطا در وجود مشاهدات اشتباه در داده

ج ينادرست و نتا ينيبشيب پارامترها، پيمدل، برآورد ار

 يهان مقاله، سه روش از روشيغلط خواهد شد. در ا

 يز موجک، جستجويآنال، يعنيکشف مشاهدات اشتباه، 

ن يگرفتند و رفتار ا قرار يمورد بررس يگذارباردا و آستانه

با  ياشونده و تودهها در مقابل اشتباهات جمعروش

 يجزر و مد يزمان يک سريگوناگون، در  يهايبزرگ

 د. يسه گرديشده، مقا يسازهيشب

ن يافت شد  اياس سه روش مذکور يکه از ق ياجهينت

مشاهدات، معلوم باشد، آنگاه روش  يبود که اگر مدل تابع

را يباشد. زيمناسب م يشنهاديوش پباردا، ر يجستجو

شونده بودن اشتباهات ا جمعيو  يان روش فارغ از تودهيا

 يداريبا پايت و شکست خوب و تقرينرخ موفق يدارا

اگر مدل مشاهدات معلوم نباشد، استفاده از باشد. يم

-يح داده مي، ترجيگذارموجک نسبت به روش آستانه
-يم يت بالاترينرخ موفق يرا روش موجک دارايشود. ز

ر حد يي، باتغيگذاردر روش آستانه يباشد. از طرف

ص اشتباهات، نرخ يتشخ يمورد استفاده برا يآستانه

 ابد.يير مييتغ يريشکست به طرز چشمگ
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