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بردار  يهانيماش يهاستميبراساس س يفيفراط يهاداده يطبقه بند
  يفيط يباندها يگروه بند با استفاده از چندگانه بانيپشت

  

  2فرهاد صمدزادگان، 1يگدليبهناز ب

  دانشگاه تهران-هاي فنيپرديس دانشكده -گروه مهندسي نقشه برداري-دكتري فتوگرامتري 1
bigdeli@ut.ac.ir 

  دانشگاه تهران -هاي فنيپرديس دانشكده -گروه مهندسي نقشه برداري استاد 2
samadz@ut.ac.ir  

  )1393 آبانب يخ تصوي، تار1392 فروردينافت يخ دري(تار

  
  دهيچك

 يفياطلاعات ط يفراهم آوردن حجم بالابا  يفيآن، داده سنجش از دور فراط و علوم مرتبط با سنجش از دوردر  يكنون يهاشرفتيبا پ
 يهاتعداد كم نمونهدر مقابل  يفيط يباندها اديزتعداد  اگرچه ،رديگيماستفاده فراوان قرار  مورد ينيزم يهاكلاسص بهتر يتشخ يبرا

ه گر وابستيكدياغلب به  كه يفيط ياد باندهايكند. به علاوه تعداد زيجاد مين داده ايرا در ا "وزيپدبده ه"مشكل  ،سترسد در يآموزش
 يطبقه بند يهاشرو يي، باعث عدم كارايفيفراط يهادر داده يدگيچيسطح بالا از پن يا. هستند يراواند فيشامل اطلاعات زا ،باشنديم

 يحاو يهاستمي، سطين شرايدر ا يانفراد يهاكننده يطبقه بند يهاتي. با توجه به محدودشوديداده من نوع يا يك در طبقه بنديكلاس
ك روش ي ش رويپ قيتحقداشته باشند.  يانفراد يهاكننده ينسبت به طبقه بند يبهتر ييممكن است كاراها كننده يطبقه بند مجموعه

 يفيط يباندها يگروه بندكه شامل  1بانيبردار پشت يهانيماشچندگانه ستم يك سي يريبا بكارگ يفيفراط يهاداده يطبقه بند ين براينو
استفاده  2ا متقابلي دوطرفهبراساس اطلاعات  ياز روش يفيط يباندها يگروه بند ين گام برايدر اول يشنهاديكند. روش پيم يمعرف، است

تا مجموعه  كندياستفاده م يفيط ياز باندها گروههر  يبه منظور طبقه بندبان ين بردار پشتياز ماش ،ن گاميدر دوم يشنهاديروش پكند. يم
 Naïveام با نز يب يبراساس تئور هاكننده يادغام طبقه بندتم يالگورك ي يشنهاديروش پ ها حاصل شود. سرانجامكننده ياز طبقه بند يا

Bayes (NB) در  يشنهاديدهد كه روش پينشان م يفيفراط يهانمونه از داده دو يبرا يشنهاديج حاصل از روش پي. نتابرديرا بكار م
ن يكند. ايجاد ميرا ا يج بهترينتا -كند يم يك زمان طبقه بنديكه همه باندها را در  ييكننده ا يطبقه بند-استاندارد SVMسه با يمقا
ن نشان يشيمعمول پ يهاسه با روشيكننده چندگانه را در مقا يطبقه بند يهاستميباندها و س يگروه بندمفهوم  يين كارايج همچنينتا
  دهد.يم

 ي، تئوريفيط يباندها يگروه بند، چندگانهكننده  يطبقه بند يهاستميبان، سيبردار پشت يهاني، ماشيفيداده فراط : يديكل واژگان
 نيزيب

 

  

  

                                                            
  نويسنده رابط  

١  Multiple Support Vector Machine 
٢  Mutual Information 
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  مقدمه -1

سنجش از دور و  يربرداريتصو يتكنولوژبا توسعه 
در  يفير فراطيواتص ي، طبقه بنديفيفراط يهاسنجنده
و گسترش  همورد توجه قرار گرفت يمختلف يكاربردها

از امواج  يمحدوده گسترده ا ،ن نوع دادهيا .]1-5[افتي
ال كان هاش از صديبقالب تا مادون قرمز را در  ياز مرئ يفيط
  . ]1[دهديمورد پوشش قرار م يفيط

 يهاهداد ينه طبقه بنديدر زم يقات فراوانيتاكنون تحق
 يتئور يهاروش .]1-7[رفته استيصورت پذ يفيفراط

 يهاشبكه ، ]3[ 1يريم گيتصم يها، درخت]2[ن يزيب
براساس هسته  يهاو روش ]5[ك يتم ژنتي، الگور]4[ يعصب
 يهااز روش يكيباشند. ين جمله مياز ا ]6-7[ 2يمركز

 3انبيبردار پشت يهانيماش      ها، داده يج در طبقه بنديرا
(SVM) ن بار توسط ياول يهستند كه براVapnik  يمعرف 
ن يشتريكننده براساس ب يطبقه بند  ك ي SVMشدند. 

عداد با ت ياست كه در مسائل بالام يت تعميه با ظرفيحاش
د توانيبا ابعاد بالا م يو در فضا يآموزش يهااز نمونه يكم

بصورت  SVMر ياخ يهادر سال .]8[بكار برده شود 
سنجش از دور  يهاداده يدر طبقه بند يزيت آميموفق
-Campsو  Bruzzone. ]9-11[ بكار برده شد يفيفراط

valls قات خود نشان دادند كه يدر تحقSVM از نظر دقت، 
 ياهداده يها در طبقه بندكننده ير طبقه بنديبهتر از سا

 دنقات نشان دادين تحقين ايند. همچنكيعمل م يفيفراط
ت به عل يفير فراطيتصاودر  يطبقه بندج يرا يهاكه روش

زم لا ييد كارانتوانين نوع داده نميخاص ا يهايژگيو يبرخ
ر بردا يهامولفهاد يتعداد ز د. به عنوان مثالنرا داشته باش

 يهاكه داده يدر حال ،ن دادهي) در ايفيط ي(باندها يژگيو
تواند باعث افت دقت يدر دسترس نباشد، م يكاف يآموزش

ن مشكل با ي. ا]1[شود  يفيفراط يهاداده يدر طبقه بند
ن يبه اوز يهده يپدشناخته شده است.  4"وزيده هيپد"نام 

ثابت باشد، دقت  يآموزش يهامعناست كه اگر تعداد داده
(تعداد باندها) كاهش  فضا  ش ابعاديبا افزا يطبقه بند

-روش يك مشكل بزرگ براين مسئله ي. ا]1[افت يخواهد 

 اًص الگو اساسيتشخ يهارا روشيص الگو است. زيتشخ يها
له ن مسئيا باشند.يحساس م يژگيو يفضا يبه ابعاد بالا

                                                            
١  Decision tree 
٢  Kernel-based methods 
٣  Support Vector Machine 

 يبرا يآموزش يهااز از نمونهيدهد كه تعداد مورد نينشان م
 از ابعاد فضا در حال يبصورت تابع ،ارت شدهنظ يطبقه بند

غلبه بر  يبرا يشنهاديپ يهان روشيمهمتر .استش يافزا
انتخاب و  يهاله روشيوز، كاهش ابعاد فضا بوسيمشكل ه

  است.  يژگياستخراج و
 يدطبقه بن  ت و مشكلات مربوط به يبا توجه به محدود

توانند يمعمول نم يطبقه بند يها، روشيفيفراط يهاداده
 ياهستمينه، سين زميداشته باشند. در ا يمناسب ييكارا

توانند بر يم (MCS) 5كننده چندگانه يطبقه بند
ا ند. بيمنفرد فائق آ يهاكننده يطبقه بند يهاتيمحدود

شامل  يهاستميمختلف، س يهاكننده يادغام طبقه بند
در  را يتوانند دقت طبقه بنديكننده م يچند طبقه بند

-14[بهبود دهند  يانفراد يهاكننده يسه با طبقه بنديمقا
 يك مجموعه از طبقه بنديابتدا  يستمين سيدر چن .]12

ك روش ادغام يله يشوند و سپس بوسيجاد ميها اكننده
 ،حاصل از ادغام يبند شوند. طبقهيب ميخاص با هم ترك

جاد يا يانفراد يهاكننده ينسبت به طبقه بند يدقت بهتر
 6اهكننده يشامل مجموعه طبقه بند يهاستميس د.ينمايم

 امرتبط ب يكاربردهادر  يبه منظور بهبود دقت طبقه بند
توجه . با ]13-14[سنجش از دور مورد استفاده قرار گرفتند 

ستفاده ا يبرا يل فراوانيتما ،قاتين تحقياز ا حاصلج ينتا به
  .وجود داردن مفهوم در سنجش از دور ياز ا

بردار  يهانيچندگانه ماشستم يس كيق ين تحقيا
مورد  يفيفراط داده يرا به منظور طبقه بند بانيپشت

براساس  يفيط يدر مرحله اول فضا. ددهياستفاده قرار م
م يستق يفيرمجموعه طين زيباندها به چند يروش گروه بند

به منظور طبقه  SVMكننده  يطبقه بند سپسشود.  يم
از طبقه  يارود تا مجموعهيبكار م هاباند گروههمه  يبند
 يج تمامينتا ،ن گاميد. در آخريجاد نمايها را اكننده يبند

 دها،بان گروه يبكار رفته رو يانفراد يهاكننده يطبقه بند
ر گيكديها با كننده يطبقه بند ك روش ادغام يبا اعمال 

ا يمزا ود.شحاصل  يينها يج طبقه بندينتا تا شوديب ميترك
به منظور غلبه بر مشكلات  يشنهاديروش پ يو نوآرو

  ان شده است: ين در ادامه بيشيپ
 يدر مفهوم گروه بند يشنهاديت روش پين مزياول 

باندها نهفته است. به منظور غلبه بر مشكلات مربوط به 

٤ Hughes phenomenon 
٥ Multiple Classifier System 
٦ Classifier Ensemble System 
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ش از ي، پيفيفراط يهادر داده يفيطلاعات طا يحجم بالا
-شد. در روشيكاهش ابعاد فضا استفاده م يهان از روشيا

- غير يا خطي تركيب يك هدف يافتن هاي استخراج ويژگي

 به كامل ابعاد با شده اندازه گيري اوليه هايويژگي از خطي

انتخاب  يهاكه در روش يباشد. در حالمي كم ابعاد با فضاي
ها يژگيرمجموعه از وين زيتر، هدف انتخاب مناسبيژگيو

معمولا باعث  هان روشيها ست. ايژگير ويو سپس حذف سا
شوند و يم يفياز اطلاعات ط يدياز دست رفتن بخش مف

 ن نكتهيدهند. كه اير ميياطلاعات را تغ يفيت طيا ماهي
ها و از دست ن روشيدر ا يباعث كاهش دقت طبقه بند

روش پيشنهادي سعي دارد با شود. يم رفتن اطلاعات
 ، از تمام فضاييفيط يباندها ياستفاده از مفهوم گروه بند

ت باندها، براي طبقه ير ماهييا تغيطيفي و بدون حذف 
 ؛بندي استفاده كند در حالي كه بر مشكل هيوز نيز فائق آيد

 هاي استفاده از از سوي ديگر، يكي ديگر از مزيت
بندي كننده باندها، در استفاده از طبقهبندي مفهوم گروه

هاي ساده هاي بردار پشتيبان نهفته است. در روشماشين
با يك هسته مركزي  SVMبندي كننده معمولا از يك طبقه

-شد، استفاده ميكه روي كل داده فراطيفي بكار برده مي

تواند به تنهايي شود. در حالي كه اين هسته مركزي نمي
طلاعاتي موجود در داده فراطيفي را پوشش تنوع و محتواي ا

دهد. با تقسيم بندي باندهاي طيفي به چندين شاخه يا 
بندي مجزا براي طبقه SVMگروه، از يك هسته مركزي يا 

شود. تعريف چندين هسته مركزي هر يك از آنها استفاده مي
تواند تنوع اطلاعات موجود در داده روي داده فراطيفي مي

شش دهد. به اين ترتيب هسته مركزي هر فراطيفي را پو
بندي كننده براساس محتواي اطلاعات همان گروه از طبقه

 ؛باشدباندهاي طيفي مي

 مربوط به  استفاده و  يشنهاديمزيت روش پن يآخر
 باشد.ها ميبكارگيري مفهوم مجموعه طبقه بندي كننده

 تواندبندي كننده ميادغام نتايج حاصل از چندين طبقه
اي هث بهبود دقت نسبت به استفاده از طبقه بندي كنندهباع

ت يكند قابليم يسع يشنهاديژه روش پي. به وانفرادي شود
 كند؛ يها را بررسكننده يسه روش ادغام طبقه بند

                                                            
١  Band grouping 
٢  Feature selection 
٣  Dimension reduction 
٤  Kernel Discriminate Analysis 

 يفيفراط يهادادهباندها در  يبند گروه -2

 نيابر  يفيفراط يهاداده در 1باندها يبند گروهاساس 
 يگوابست نيشتريبا ب مجاور ياست كه باندها اصل استوار

كه  يفيط يرند و آن دسته از باندهايگيمقرار ك گروه يدر 
 يهادر گروه ،باشنديم يو شباهت كمتر يوابستگ يدارا

ه گرو ،قاتيتحق شتريب. امروزه در رنديگيمتفاوت قرار م
 يراه بيك گام اوليبه عنوان  يفيفراط دادهباندها در  يبند

شود يبكار برده م 3ابعادا مباحث كاهش ي 2يژگيوانتخاب 
]19-13[ .Benediktsson  وKanellopoulos يوابستگ 

 يفيط يباندهان يبشباهت  اريمعك يمطلق را به عنوان 
ن يب يس وابستگيكنند. پس از محاسبه ماتريشنهاد ميپ

 يمجزا نمودن باندها يبرا يدست يبند گروهباندها، آنها از 
و همكارانش به منظور  Prasad. ]13[استفاده كردند  يفيط

وسته، يپ يفيط يرفضاهايبه ز يفيفراط يم كردن فضايتقس
، يتابشو باز يفيم كردن فضا براساس اطلاعات طيبعد از تقس

رفضا يهر ز يرو (KDA) 4يكزمرص هسته يز تشخياز آنال
ك يص اتوماتيدر تشخرا ن روش ي. آنها اكردنداستفاده 
رفضا يدر هر ز KDA يري. بكارگبكار بردند (ATR) 5عوارض

آورد يها بوجود مكلاس يدر مورد جداسازنان لازم را ياطم
 گروهك روش ين از يآنها همچن يگريق دي. در تحق]15[

ه چندزمان -يفيفراط يهاداده يدر رابطه با طبقه بند يبند
 يفيط يآنها ابتدا فضا نيشيق پيتحق مشابهاستفاده نمودند. 

س كردند و سپ يم بنديتقس يرا براساس اطلاعات بازتابش
را بكار  (LDA) 6يص خطيز تشخيك آناليرفضا يهر ز يرو

 يآموزش يهادر حضور نمونه يحت يشنهاديبردند. روش پ
 يهاداده يرا در طبقه بند يج مناسبيتوانست نتا ،كم

  .]16[كسب كند  يفيفراط
Martinez به  7ياطلاعات يار محتويو همكارانش از مع

 هوممفاستفاده كردند. آنها  يفيداده فراط يبند گروهمنظور 
انتخاب  دره يك گام اوليبه عنوان را  هاباند يبند گروه

ختار ك ساي. روش آنها براساس بكار بردند يفيط يهايژگيو
ك دسته كردن ي يبرا يسلسله مراتب يبند يگروه بند

و  ياگروه انس درون ينه كردن وريباندها به منظور كم
. روش كرديمعمل  ياگروهرون يانس بينه كردن وريشيب

 يدار و قابل توجهيپاج ينتا مذكورق يمورد استفاده در تحق

٥  Automatic Target Recognition 
 ٦ Linear Discriminate Analysis  
 ٧ Information measures 



 

256 

 

اده
ي د

بند
قه 

طب
تم

يس
س س

اسا
ي بر

طيف
 فرا

اي
ه

ين
ماش

ي 
ها

اي
ه

 …
 

  

ق يدر تحق Guo. ]17[باندها حاصل نمود  يبند گروهرا در 
 يارهايعباندها براساس م يبند گروهنشان داد كه  يگريد

كه  يوقت ،(MI) اطلاعات متقابلا يجانبه ساده اطلاعات دو
را حاصل  يج مناسبيشتر باشد، نتاين باندها بيب يوابستگ

 MI يارهاين نشان دادند كه معي. آنها همچن]18[كند ينم
جاد يا يج مناسبيار شباهت نتايك معيبه عنوان  ييبه تنها

كه در  ان كردينگونه بيتوان ايرا من نكته يكنند. علت اينم
 از نظرباندها كم باشد، باندها  ير آنتروپيكه مقاد يدرامو
  .]18[خواهند داشت يشباهت كمتر ،ارين معيا

ده از ابا استف يفير فراطيتصاو يطبقه بند -3
SVM 

ازش له بريدو كلاس بوس ،بانيبردار پشت يهانيماشدر 
 يژگيو يدر فضا يآموزش يهابه نمونه 1ك فراصفحهيدادن 

 ينه سازي. مسئله بهشونديجدا مگر يكدياز  ،يچند بعد
نه يشيو ب 2ينه كردن احتمال خطرساختاريبراساس كم
نه و ين فراصفحه جداكننده بهيب يهاهيكردن حاش

) 3ت كنندهيحما ي(بردارها يآموزش يهان نمونهيكترينزد
و د يك مسئله طبقه بندي ي. اگر برا]19-20[شود يحل م

از  يامجموعه ixي،بعد dمشخصه  يك فضايدر  ييدو
متناظر با آنها  يهاكلاس ونمونه  Lاز  يآموزش يهاداده

}1,1{ iy ،فراصفحه  باشدf(x)  له بردار نرمال يبوسw  و
كه  يشود. در حاليف ميتعر bاس يبا

w
b ن يفاصله ب

  باشد.يفراصفحه و مبدا م
)1(  bwxxf )( 

 يقابل جداساز يكه بصورت خط ييهانمونه يبرا
شود يم     ر يبا ابعاد بالا تصو ييدر فضا ينباشند، داده ورود

امكان برازش ها، د نمونهيع جديتوز تا در فضاي جديد با
حاصل شود. حجم محاسبات در  يك فراصفحه خطيدادن 

 مطلقاً 4يك هسته مركزيله يبا ابعاد بالا بوس يك فضاي
  .]20[ابد يتواند كاهش يم (k) 5مثبت

)2(  ),()()( jiji xxkxx  

                                                            
١ Hyperplane 
٢ Structural risk minimization 
٣ Support vectors 
٤ Kernel 

تواند يم ييفراصفحه نها يريم گين تابع تصميبنابرا
  :ف شوديتعر 3مطابق رابطه 

)3(  



L

i
jiii xxkyxf

1

),()(  

  .]20-25[باشنديب لاگرانژ ميضراiكه در آن 
ژه در يسنجش از دور و به و يدر كاربردها SVM راًياخ
- ونهبگ ،ار قرار گرفته استيمورد توجه بس يفيفراط يهاداده

به منظور طبقه  SVMدر استفاده از  يقات فراوانيكه تحق يا
در  .]21-25[ه استرفتيصورت پذ يفيفراط يهاداده يبند

 ياهكننده ير طبقه بندينسبت به سا SVMقات ين تحقيا
 .دفراهم كر يرا از نظر دقت طبقه بند يهتربج يگر نتايد

Bruzzone  وMelgani  ازSVM داده يبه منظور طبقه بند -

 يهانيآنها ماشق ياستفاده كردند. در تحق يفيفراط يها
 يقه بندر طبيسا نسبت بهرا  يشتريبان دقت بيبردار پشت

 Watanachaturaporn. ]22[ گر بدست آورديد يهاكننده
 يوگر را ريد ير فاكتورهايثكرد تا تأ يدر مطالعات خود سع

ن يقرار دهد. ا يمورد بررس SVMبه روش  يدقت طبقه بند
نه يانتخاب بهفاكتورها شامل انتخاب روش چندكلاسه، 

 .]23[بوده است  يو نوع تابع هسته مركز 6كننده
Macronini ك روش يSVM را  يبيمه نظارت شده تركين

 يمعرف يفيفراط يهاداده يمكان -يفيط يطبقه بند يبرا
طبقه ق يك روش دقيو همكارانش از  Tarabalka. ]24[كرد 
 SVM بر اساس يفيفراط يهاداده يمكان -يفيط يبند

 يآنها شامل دو گام اساس يشنهاديپ استفاده نمودند. روش
 يكننده احتمال يك طبقه بندين مرحله، يبوده است. در اول

SVM و در  بكار رفت يفير فراطيتصاو يكسل رويبراساس پ
ج مرحله قبل ينتا يرو يمكان 7ينه ايگام دوم اطلاعات زم

را  SVMله يبوس يطبقه بندن روش دقت يبكار برده شد. ا
 نيشيپ يهار روشينسبت به سا يفيفراط يهاداده يرو

   د.يبهبود بخش

  

  

٥ Positive definite 
٦ Optimizer 
٧ Contextual 
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 1چندگانه كننده يطبقه بند يهاستميس -4

ر د دقت بالاتر اخذها به منظور كننده يادغام طبقه بند
- يم مهم يقاتيتحق اتموضوع از ييك هاداده يطبقه بند

-ندهكن يمانند ادغام طبقه بند يمختلف يهانام باكه  باشد

 ندگانه وي كننده چطبقه بند يهاستمي، س2چندگانه يها
ها شناخته شده كننده يمجموعه طبقه بند يهاستميسا ي

 ياز طبقه بند يامجموعهابتدا  يستمين سياست. در چن
مجموعه طبقه  يخروج شوند و سپسيم حاصل هاكننده

-يگر ادغام ميكديك روش ادغام با يله يبوس هاكننده يبند
ج يتان يبصورت كل كننده حاصل از ادغام يشوند. طبقه بند

 يانفردا يهاكننده يك از طبقه بندياز هر  يترقيدق
  .]26-28[ خواهد داشت

 يآموزش يهاكننده با استفاده از داده يابتدا هر طبقه بند
 ي، خروجهاكننده يطبقه بند ابد و پس از اعمالييآموزش م
 ا درشوند تيگر ادغام ميكديمختلف با  يهاكننده يطبقه بند

 Lادغام  يممكن برا ي. راههااخذ گردد ييم نهايك تصميت ينها
 ارد كهد يبه اطلاعات يبستگ ،ك مجموعهيكننده در  يطبقه بند

- روش Kunchevaها بدست آورد. كننده يتوان از طبقه بنديم

آنها به  يها را براساس نوع خروجكننده يادغام طبقه بند يها
هاي ادغام اولين نوع از روش  .]26[ كردم يتقس يدو گروه اساس

هاي هايي هستند كه در آنها خروجي طبقه بندي كنندهروش
 ها هرباشد. اين نوع طبقه بندي كنندهمي 3انفرادي تك مقداري

دانند و در انتها نتيجه نمونه را تنها به يك كلاس متعلق مي
ها براي يك نمونه، يك بردار كننده اي از طبقه بنديمجموعه

از  نيزيو ب يريگ يرأ ،4دانش رفتار يفضا يهاروش خواهد بود.
 يهان نوع از روشيدوم باشند.يادغام م يهان روشيجمله ا

 يهاكننده يج طبقه بندينتا يروهستند كه  ييهاادغام روش
از تعلق  يان حالت هر نمونه با درجهي. در اكننديعمل م 5يفاز

از  يات مجموعهيشود. در نهايمختلف متعلق م يهابه كلاس
جاد يا سيماترك ي ،ك نمونهي يبرا يفاز يهاكننده يطبقه بند

ج طبقه يدر ادغام نتا يادغام نوع دوم سع يهاكنند. روشيم
 توان روش الگويو از اين جمله مي  دارد يفاز يهاكننده يبند

   .]26-28[ را نام برد. 6تصميم گيري

                                                            
١  Classifier ensemble system 
٢  Multiple Classifier System (MCS) 
 ٣ Crisp 

 گروهبراساس چندگانه  SVMستم يك سي -5
 يفيداده فراط يباندها به منظور طبقه بند يبند

براساس  SVMستم مجموعه يك سيق ين تحقيدر ا
 داده يطبقه بند به منظور يفيط يباندها يبند گروه
ساختار و مراحل كلي  1شكل  .شوديم يمعرف يفيفراط

روش پيشنهادي با  دهد.روش پيشنهادي را نمايش مي
تقسيم باندهاي طيفي داده فراطيفي به تعدادي از گروه 

شود.  اين روش از اطلاعات متقابل بهبود باندها آغاز مي
ين يكي از فوايد اصلي ا كند.يافته به اين منظور استفاده مي

روش در ارتباط با گام نخست يعني گروه بندي باندها باشد. 
هاي كاهش ابعاد سعي از روشتحقيقات پيشين با استفاده 

كنند تنها باندهاي مناسب را انتخاب كنند در حالي كه مي
 شوند.بقيه باندها دور انداخته مي

مواقع  يارين است كه در بسيها ان روشيمشكل ا
- يم يدياطلاعات مف يشوند، حاويكه حذف م ييباندها

د كنيم يسع يشنهاديروش پ ،هاروش ن يبرخلاف اباشند. 
 دست بر مشكل از يفيط يباندها يبا استفاده از تمامتا 

 .ن غلبه كنديشيپ يهادر روش رفتن اطلاعات 

 SVMكننده  يطبقه بند ،يشنهاديروش پ از در گام دوم
ده ن حاصل شيشيباندها كه در گام پ گروه همه يطبقه بند يبرا

 يرو SVMن يشيپ يهاروش ياريبس. در رودياست، بكار م
بع ك تايشد و تنها يبكار برده م يفيداده فراط يفضا يتمام

ه ك يدر حال ،شديكل داده در نظر گرفته م يبرا يهسته مركز
 رد موجودتواند تنوع فراوان ينم ييبه تنها يك هسته مركزي
 به منظور رفع متفاوت را تحت پوشش قرار دهد. يفيط يهادبان
با  SVMك ي گروه باند،هر  يبرا يشنهاديروش پ ن مشكل،يا

ن هسته يبرد كه ايود را بكار ممختص به خ يهسته مركز
 باشد.يمنطبق م گروهن موجود در آ يفيبر اطلاعات ط يمركز

 ج حاصليادغام نتا ،يشنهادين گام از روش پيسرانجام و در آخر
را  يتواند دقت طبقه بنديممختلف  يهاكننده ياز طبقه بند

 اديزم بالا و حج يدگيچيبا توجه به پ مرحلهن يبهبود بخشد. در ا
 مرسوم يطبقه بند يهاو از آنجا كه روش يفيفراط يهاداده
ستم يك سيحاصل كنند، استفاده از  يتوانند جواب مناسبينم

 يرو يبندتواند دقت طبقه يها مكننده يمجموعه طبقه بند
  ش دهد.يارا افز يفيفراط يهاداده

٤ Behavior Knowledge Space (BKS) 
٥ Fuzzy 
٦ Decision Template (DT) 
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 متقابلباندها براساس اطلاعات  يبند گروه -5-1
(MI)  

 

روش پيشنهادي براي طبقه بندي داده فراطيفي براساس -1شكل
  با استفاده  از گروه بندي باندهاي طيفي SVM يك سيستم چندگانه

براساس اطلاعات  يبند گروهك روش يق ين تحقيا
اده استف يفيداده فراط يباندها يبند گروه يرا برا متقابل

 ياتفاق يرهايمتغت ياز عدم قطع ياريمع يآنتروپ كند.يم
رار قار يبسمورد استفاده  هايژگيو  انتخاب  ياست كه برا

  .]15-17[رد يگيم
و تابع   يمباد يدارا Xگسسته  ياتفاقر ياگر متغ

مطابق رابطه  Xر يمتغ يباشد، آنتروپ p(x)ز يع احتمال نيتوز
  شود: يان ميب 4

)4(  



x

xpxpXH )(log)()( 

 , يهايمباد يكه دارا X, Y ياتفاقر يدو متغ يبرا
 يآنتروپو  p(x,y) يع احتمال اتصاليباشند تابع توزيم

  :شوديان ميب 5با رابطه  X, Y يبرا متقابل

)5(  
 


x y

yxpyxpYXH ),(log),(),( 

 يپركاربرد برا ياريبه عنوان مع معمولاً متقابلاطلاعات 
ابق مط ياتفاقر ين دو متغيو شباهت ب يمحاسبه وابستگ

  .روديبكار م 6رابطه 

)6(  

  
قدار شتر باشد، مين دو باند بيب يشباهت و افزونگ يقتو

MI ن دو باند بزرگتر خواهد بود. مفهوم يب متقابلا اطلاعات ي
ن اصل استوار است كه باندها يباندها بر ا يبند گروه ياساس

شوند. يم يبند گروه MIر يمقاد ينه محليبراساس نقاط كم
از  ،متقابله باندها براساس اطلاعات ياول يبند گروهبعد از 

                                                            
١  Branch and Bound 

ك ي، رديگين باندها را در نظر ميب يتنها وابستگ MIآنجا كه 
 ربردا يهانيماش -كيتم ژنتيالگورروش جستجو براساس 

ب از باندها ين تركيافتن بهتري يبرا (GA-SVM)بان يپشت
- يم استفادهز يهستند ن يشترياطلاعات مشابه ب يكه دارا

 يبند گروهج حاصل از يدر ادامه به منظور بهبود نتا شود.
 يرو (BB) 1ديمق -م شاخهيبراساس مفاه ييجستجو ،باندها

توسط  BBم روش يات و مفاهييبكار رفت. جزها گروهج ينتا
Nakariyakul, Casasent 34[شده است  يو بررس يعرفم[.  

ها براساس روش كننده يادغام طبقه بند -5-2
Naïve Bayes 

 يك روش ادغام طبقه بندي Naïve Bayes (NB)روش 
 يادغام طبقه بند يتواند براياست كه م يآمار يهاكننده
بكار برده شود. اساس  يتك مقدار يبا خروج يهاكننده
  .]26[باشد يم نيزيب يتئور يبر مبنا NBروش 

)(اگر  jspكننده  يكه طبقه بند ن احتمال باشدياiD

 يتعداد طبقه بند Lكند ( يطبقه بند jsرا در كلاس  xداده 
],...,[ وهاست تعداد كلاس Cها و كننده 1 LssS  ش ينما

  كننده هاست): يطبقه بند مجموعه يدهنده بردار خروج

)(),...,()(
1

21 



L

i
kiklk wspwssspwSp
 

)7(

 دنكر يطبقه بند ياز براين مورد نيآنگاه احتمال پس
  :شوديمان يب 8مطابق رابطه   x نمونه

 
)8( 

 توانيست پس  ميوابسته نkwمخرج كسر بالا به مقدار 
كلاس  يبرا ييت نهايحما تيدر نهااز آن صرف نظر كرد. 

kw  شوديان ميب 9مطابق رابطه:   

)(),...,()(
1

21 



L

i
kiklk wspwssspwSp
 

)9( 

 يبرا ياده سازيبه منظور پ NBروش  يعمل يطراح
 يهر طبقه بند يباشد. براير ميبه شرح ز يمجموعه داده واقع

CCس ابهام يك ماتري iDكننده    با نامiCM  با استفاده
 ين وروديام (k,s). ]26[ شوديحاصل م يآموزش يهااز داده

 

c1,...,k   
sp

wspwp

sp

wspwp
swp

l

i
kik

kk
k 




)(

)()(

)(

)()(
)( 1

( , ) ( ) ( ) ( , )

( ) ( / )

MI X Y H X H Y H X Y

H X H X Y

   


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iس ين ماتريا
skCM از داده است كه كلاس  ييهاتعداد المان ,

كننده  يطبقه بندكه توسط  ياست در حالkwآنها  يواقع
iD  به كلاسsw  ند. اهشدمتعلقsN ييهاتعداد كل نمونه 

kتعلق دارد. اگر  swاست كه به كلاس Zاز 
i

sk NCM به  ,/
و  ن در نظر گرفته شودين از احتمال پسيك تخميعنوان 

NNk  سكلا ين برايشين از احتمال پيك تخميبه عنوان  /
k داده  يبرا ييت نهايآنگاه درجه حما ،باشدx  توسط هر كلاس
k  باشديم 10مطابق رابطه:  

)10(  





L

i

i
skL

k
k i

cm
N

x
1

,1

1
)(  

ج ينتا NBقات انجام شده نشان داده است كه روش يتحق
روش  Kunchevaكند. يرا فراهم م يمدق و كارآيار دقيبس

NB  داده يها روكننده يطبقه بندرا به عنوان روش ادغام -

ن يزيب يهاكننده ي. طبقه بند]26[بكار برد  يمصنوع يها
ه متون بكار رفتند ك يدر طبقه بند يزيت آميبصورت موفق

 ن روشيا يريدر بكارگ Xu قيتوان به تحقين جمله مياز ا
  . ]35[ نام بردص دست خط يتشخ يبرا

 ، در اين تحقيقشرح داده شد 1-5همانطور كه در بخش 
م داده يتقس يبرا MIبراساس  هاباند يبند گروهتم يالگور
ن يج اينتا رود.يبكار م يفيط يرفضاين زيبه چند يفيفراط

 هكنند يباندهاست. پس از آن، طبقه بند از ييهاگروه ،بخش
SVM  ود.ريبكار م گروههر  يطبقه بند يبرابصورت جداگانه 

 يبراها  ياساده مانند چندجمله يمركز يهااستفاده از هسته
از  باشد.يكارآمد نم يفيفراط يهاداده يهايدگيچيبا پ ياداده

 RBFن رو هسته مركزي يا

ه در يپا يبه عنوان هسته مركز 1
از آنجا كه داده مورد شود. ياستفاده م SVMكننده  يطبقه بند

 يباشد از روش طبقه بنديش از دو كلاس ميب ياستفاده دارا
SVM  يكي ك استفاده خواهد شد.ي-درمقابل-كيچندكلاسه 
تأثير  SVMبهبود نتايج طبقه بندي بوسيله كه در  ياز نكات

براي اين طبقه بندي فراواني دارد، انتخاب بهترين پارامترها 
و  C 2ميپارامترها شامل پارامتر تنظن يا. باشدميكننده 
 يهسته مركز يبرامانند پارامتر  يهسته مركز يپارامترها

 ياچندجمله يهسته مركز يبرا يان و درجه چندجملهيگوس
براي  3شبكه يروش جستجوق از ين تحقيدر ا .]36[باشديم

 يروش جستجو استفاده شد. SVMيافتن بهترين پارامترهاي 

                                                            
١  Radial Basis Function 
٢  Regularization parameter 
 ٣ Grid search 

ن يانتخاب بهتر يمعروف برا يهااز روش يكيشبكه 
 بصورت Hsuق يات آن در تحقيياست كه جز SVM يپارامترها
  . ]37[ان شده استيكامل ب

- ه، روشياول يهاكننده يج طبقه بنديجاد نتايپس از ا

بقه ج طيها به منظور بهبود نتاكننده يادغام طبقه بند يها
از دو  NBق علاوه بر روش ين تحقيرود. در ايبكار م يبند

ها استفاده كننده يگر به منظور ادغام طبقه بنديروش د
وزندار  يريگ ين دسته، روش رأين روش از ايشد. اول

(WMV) يعمل م يريگ يم رأيباشد كه براساس مفاهيم -
هاي معرفي و روي داده Kunchevaاين روش توسط  كند.

در اين روش  مصنوعي مورد استفاده و ارزيابي قرار گرفت.
حاصل براي هر طبقه بندي با استفاده از ماتريس ابهام دقت 

به عنوان وزن آن  همان دقتباشد و  از آن قابل محاسبه مي
شود. دومين روش ادغام طبقه بندي كننده استفاده مي

باشد. در اين روش مي SVM طبقه بندي كننده ها بر اساس
-مشخصهها به عنوان بردار كنندهبنديخروجي همه طبقه

معرفي جديد  SVMيك به جديد و به عنوان ورودي  هاي
- نتايج تمام طبقه بندي كننده SVMبه شكلي كه  ،شوندمي

كند. در اين تحقيق علاوه بر روش ها را با يكديگر ادغام مي
ي باندهاي داده فراطيفي، بند گروهپيشنهادي با استفاده از 

روي كل فضاي داده فراطيفي  SVMبندي كننده يك طبقه
روش پيشنهادي با آن  جگيرد تا نتايمورد استفاده قرار مي

مورد مقايسه و ارزيابي قرار گيرد. اين روش طبقه بندي كه 
روي كل فضاي  SVMبا بكار بردن يك طبقه بندي كننده 

 بقه بندي كننده استاندارد ناميدهشود، طداده حاصل مي
 يهابا دو مورد از روش يشنهاديبه علاوه روش پ شود.مي

 SFFSهاي سه خواهد شد. روشيز مقاين يژگيانتخاب و

 و  4

SBFS 

- هاي انتخاب ويژگي ميترين روشاز جمله ساده5

ها يا باندهاي ها بهترين مجموعه از ويژگيباشند. اين روش
از  SFFSدهند كه در روش اي تشخيص ميطيفي را بگونه

ها به اين يك مجموعه خالي و با اضافه كردن ويژگي
از  SBFSشود در صورتي كه در روش مجموعه استفاده مي

يك مجموعه كامل از باندهاي طيفي و حذف كردن آنها 
د توانيها را ميشود. جزييات مربوط به اين روشاستفاده مي

  .]38[مطالعه و بررسي كنيد Pudeilدر تحقيقات 

٤ Sequential Forward Floating Selection 
٥ Sequential Backward Floating Selection 
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 ييجراج اينتا -6

  داده مورد استفاده -6-1

 نيترجيرا دو مورد ازاز  يشنهاديروش پ يبه منظور اجرا
ر يك تصوي اول داده .استفاده شد يفيفراط يهاداده
بخش از باشد كه يم AVIRISاز سنجنده  145*145
  .]38[اخذ شده است 1992در ژوئن  ياناندياه منطق يشمال

 
  الف

 
  ب

، الف) دادهAVIRISداده فراطيفي سنجنده -2شكل
  اصلي و ب) واقعيت زميني

 ايندياناداده  يهر كلاس برا يهانمونه -1جدول

 تعداد كلاس  شماره
1 Corn-no till 1434 
2 Corn-minimum till 834 
3 Grass\Pasture 497 
4 Grass\trees 747 
5 Hay-Windrowed 489 
6 Soybeans-no till 968 
7 Soybeans-minimum till 2468 
8 Soybeans-clean till 614 
9 Wood 1294 

باند طيفي مورد استفاده  220همه  AVIRISدر داده 
- باند كه تحت تاثير جذب اتمسفري مي 18گيرد و قرار نمي

شامل  AVIRISشوند. بنابراين ابعاد داده باشند حذف مي
 كلاس موجود 16از  ).2باشد (شكل باند باقيمانده مي 202
 يهااز نمونه يتعداد كم يكلاس كه دارا 7ن داده، يا يبرا

كلاس  9باشند حذف شدند و تنها يم يشيو آزما يآموزش

ها و تعداد كلاس 1جدول  شوند.يمانده استفاده ميباق
  دهد.يش ميهر كلاس را نما يمرجع موجود برا يهانمونه

داده دوم داده فراطيفي دانشگاه پاويا است كه توسط 
از شهر پاويا در ايتاليا اخذ شده  ROSISسنجنده آلماني 

-0،86باند طيفي در محدوده  103است. اين داده شامل 
 3باشد. شكل ميكرومتر از طيف الكترمغناطيس مي 0,43

  دهد.داده پاويا و واقعيت زميني آن را نمايش مي

  
  ب  الف

  داده فراطيفي دانشگاه پاويا، الف) داده اصلي و ب) واقعيت زميني-3شكل
  

  پاوياهاي هر كلاس براي داده نمونه -2جدول
  تعداد  كلاس  شماره

1 Tree 524  
2 Asphalt  548  
3 Bitumen  375  
4 Gravel  392  
5 Painted metal sheets  265  
6 Shadows  231  
7 Self-Blocking Bricks  514  
8 Meadows  540  
9 Bare Soil  532  

كلاس  9است كه حاوي  610*340اين داده يك تصوير 
ر دسترس هاي داطلاعات و نمونه 2باشد. جدول طيفي مي

  دهد.ا را نشان مييوبراي داده فراطيفي پا

  نتايج اجرايي -6-2

كار ب يشنهاديپ يفيدو داده فراط يبرا يشنهاديروش پ
 يبند گروه، يشنهادياز روش پن گام يدر اولبرده شد. 

م يبه منظور تقس متقابلبراساس اطلاعات  يفيفراط يباندها
 ، انجاممشابه يشامل باندها يفضاها ريبه ز يفيداده فراط
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 نايندياداده  يرا برامتقابل ج اطلاعات ينتا 4. شكل شوديم
  دهد. يم شين باندها نمايب ار شباهتيبه عنوان مع

 
 اينديانااطلاعات متقابل براي داده -4شكل 

نقاط كمينه اين نمودار نشان از باندهاي طيفي دارد كه 
كمترين شباهت را با يكديگر دارند. اين نقاط در شكل با 

اند. باندهايي كه در خطوط مشكي پر رنگ نمايش داده شده
فاصله بين هر دو خط مشكي قرار گرفته اند، به عنوان يك 

ن ين اييشود. تعباندهاي طيفي در نظر گرفته مي گروه از
س پ ك انجام شده است.يبصورت اتومات يمم محلينينقاط م

نه اطلاعات يه براساس نقاط كمياول يهاگروهجاد ياز ا
 بكار هيج اولينتان يا يرو BBو  GA-SVMتم يالگور، متقابل
داده  يبرا باندها يبند گروه ييج نهاينتا .شوديمبرده 

ج حاصل از ينتااست.  ش داده شدهينما 3در جدول  ناينديا
 گروه 12به  اناينديا يفيداده فراط ،دهدين جدول نشان ميا

ر مشابه از نظ يكه باندها يبه نحو ،شوديم ليمتفاوت تبد
  رند.يگيقرار م گروهك يدر  يفيرفتار ط

ر يتصو يطبقه بند به منظور ،باندها يبند گروهپس از 
 -كيبان چندكلاسه يبردار پشت يهانيروش ماش ،يفيفراط

اصل از داده ح گروه 12 يطبقه بند يبراك ي -درمقابل
 ن اشاره شد، روشيش از ايهمانطور كه پرود. يبكار م يفيفراط

 SVM ين پارامترهايشبكه به منظور انتخاب بهتر يجستجو
 Cپارامتر  يپارامترها، برا يرود. محدوده جستجويبكار م

]2, 2[ درفاصله 210 پارامتر يو برا  2, 2[در فاصله[ 102  
 گروه 12 يبرارا  يج دقت طبقه بندينتا 4جدول . باشديم

 به منظور در نظر گرفتن دهد.يم ن نشانيشيحاصل در بخش پ
 ،يدر دقت حاصل از طبقه بند يآموزش يهار تعداد دادهيتأث
 يهااز تعداد داده يمتفاوت يدرصدها يبرا ييج اجراينتا

 بندي، طبقه نتايج مجموعه ايجاد از پس حاصل شد. يآموزش
- بنديطبقه ادغام روش سه پيشنهادي روش از گام آخرين در

 روي) SVM و وزندار گيري رأي روش بيز، روش( هاكننده
هاي حاصل از گام پيشين بكار رفت. طبقه بندي كننده نتايج

اي هبه منظور بررسي و مقايسه روش پيشنهادي با الگوريتم
استاندارد براي  SVMهاي فراطيفي، يك بندي دادهرايج طبقه

طبقه بندي كل فضاي داده فراطيفي با تمامي باندهاي موجود 
ه را براي س بندينتايج دقت كلي طبقه 5ه شد. جدول بكار برد

ها و طبقه بندي كننده استاندارد كنندهبنديروش ادغام طبقه
آموزشي در هر گروه باند نمايش هاي براي تعداد مختلف از داده

دهد كه تمامي نشان مي 5دهد. نتايج حاصل از جدول مي
اي هكنندهبنديالاتري را نسبت به طبقههاي ادغام دقت بروش

  اند. انفرادي كسب نموده

  براي داده اينديانانتايج نهايي گروه بندي باندها براساس اطلاعات متقابل  -3جدول 
  شماره گروه  1  2 3 4 5  6
  گروه باند  18-1  33-19 44-34 57-45 77-58 105-78

  شماره گروه  7  8 9 10 11  12
  گروه باند  125-106  131-126 147-132 157-148 170-158 202-171

  
 هاي باندهاي داده اينديانابراي گروه SVM نتايج طبقه بندي كننده -4جدول 

  6 گروه 5 گروه  4 گروه 3گروه 2گروه 1گروه آموزشيداده 
5%  53,77 63,22 62,56 49,75  56,77  60,42  
10%  57,77 67,58 66,44 53,33  59,55  63,44  
20%  60,43 71,66 69,92 56,72  63,00  67,00  

  12گروه 11گروه  10گروه 9گروه 8گروه 7گروه داده آموزشي
5%  52,64 41,88 52,25 49,78  54,11  54,68  
10%  57,52 46,66 55,42 51,89  57,55  59,62  
20%  60,04 49,85 56,84 53,22  59,42  64,28  
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  مقايسه نتايج دقت طبقه بندي براي روش هاي مختلف طبقه بندي براي داده فراطفي اينديانا -5جدول 
اندازه داده 
 آموزشي

  روش هاي انتخاب ويژگي  استانداردSVM روش ادغام پيشنهادي براساس گروه بندي باندها
WMV SVM NB SVM استاندارد  SFFS             SBFS 

5%  82,80 84,4 86,00 82,00 83,1               84,00 

10% 90,00 91,8 92,89 89,77 90,24                90,40 

20% 91,60 92,6 94,00 91,22 91,80                 93,00 

امل هاي شن نكته مويد اين ويژگي اساسي در سيستميا
ه نتيجه پس از ادغام، نتايج كننده است كبنديچند طبقه

ه سيمقا بخشد.هاي انفرادي را بهبود ميكنندهبنديطبقه
دار بر يهانيكننده ماش يبندبا طبقه ادغام يهاج روشينتا

ش و كارآمدي روت يد كننده قابليياستاندارد تابان يپشت
  هاي فراطيفي است.بندي دادهپيشنهادي در طبقه

سه يها در مقاهاي ادغام طبقه بندي كنندهتمامي روش
هاي انتخاب ويژگي بندي كننده استاندارد و روشبا طبقه
بندي شدند. علت اين بهبود دقت را بود نتايج طبقهباعث به

ير مثبت حاصل از گروه بندي باندهاي طيفي توان در تأثمي
نين استفاده از به جاي استفاده از تمامي باندها و همچ

ها به منظور ادغام نتايج كنندهبنديمفهوم ادغام طبقه
  ).5ها دانست (شكل كنندهبنديطبقه

 
 مقايسه دقت طبقه بندي براي روش هاي مختلف طبقه بندي -5شكل

هاي مختلف ادغام در سيستم هايبررسي نتايج روش
دهد كه روش ادغام ها نشان ميمجموعه طبقه بندي كننده

از دو روش ديگر ادغام (رأي  (NB)بر اساس تئوري بيزين 
علت اين  ).5باشد (شكل تر مي) دقيق SVMگيري وزندار و 
توان دقت و قابليت بالاي تئوري بيزين در پديده را مي

 يهادقت كلاس 6شكل نست. مقايسه با دو روش ديگر دا
-يش مينما يمختلف طبقه بند يهامختلف را تحت روش

نسبت به طبقه بندي كننده   NBمطابق شكل روش دهد. 
هاي موجود داراي دقت در بيشتر كلاس SVMاستاندارد 
 (Corn 2هاي براي كلاس باشد. اگرچه اين روشبالاتري مي

minimum till 4) و كلاس (Grass/trees)  باعث كاهش
  دقت شده است.

هاي طبقه بندي براي هاي مختلف در روشدقت كلاس -6شكل
  داده اينديانا

بردار  يهانيماشادغام براساس روش  NBپس از روش 
ا هكننده يك روش ادغام طبقه بنديبان به عنوان يپشت

 يريگ يرا نسبت به روش ادغام براساس رأ يدقت بالاتر
توان در اين علت اين پديده را مي جاد نموده است. يا وزندار

از مباني دقيق يادگيري  SVMنكته جستجو كرد كه روش 
تنها  WMVاين نكته كه روش كند. ماشين پيروي مي

تواند دليلي كند، ميبراساس مفاهيم رأي گيري عمل مي
تر توسط اين روش در مقايسه با ديگر براي كسب دقت پايين

د رسيبه نظر م ين نكته ضروريذكر ام باشد. هاي ادغاروش
توسط روش ادغام  يداده آموزش %20 يبرا ييكه دقت نها

در  يدرصد بوده است. بهبود دقت طبقه بند 94ن يزيب
افته يش يافزا يآموزش يهاش نمونهيبا افزا 5و  4جداول 

ش يان افزيها اكننده ياز طبقه بند يبعض ياست. اگرچه برا
درصد باعت بهبود دقت  3-2نداشته و تنها  ير چندانيتاث

  .شده است
تصوير نهايي طبقه بندي را براي طبقه بندي  7شكل 

) نمايش NBكننده استاندارد و بهترين روش ادغام (روش 
يي يك سيستم و كارآ دهد. اين تصاوير نيز تواناييمي

ها را در مقايسه با يك طبقه مجموعه طبقه بندي كننده
  دهد.تاندارد نمايش ميبندي كننده اس
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 الف
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تصاوير حاصل از طبقه بندي براي داده اينديانا الف)  -7شكل 
 NB طبقه بندي كننده استاندارد و ب) روش

، يفين داده فراطيدوم يدر ادامه برا يشنهاديروش پ
ج مربوط يا بكار برده شد. نتايدانشگاه پاو يفيداده فراط يعني

و  8ن داده در شكل يا يبرا يفيط يباندها يبه گروه بند
  ش داده شده است.ينما 6جدول 

 
 پاويااطلاعات متقابل براي داده -8شكل 

  

نتايج نهايي گروه بندي باندها براساس اطلاعات متقابل  -6جدول 
  براي داده پاويا

  شماره گروه  1  2  3  4
  گروه باند  22-1  33-23  46-34  57-47

شماره   5  6  7 9
  گروه

  گروه باند  73-58  84-74  93-85  103-96

دهد، براساس اطلاعات متقابل نتايج حاصل نشان مي
هشت گروه باند براي داده فراطيفي حاصل شده است. 

نمايش  6شماره مربوط به اين باندهاي همسايه در جدول 
داده شده است. پس از گروه بندي باندهاي طيفي، طبقه 

به منظور طبقه هاي بردار پشتيبان بندي كننده ماشين
بندي گروه باندهاي حاصل بكار برده مي شود. نتايج حاصل 
مربوط به دقت طبقه بندي براي هشت گروه باند حاصل در 

  نمايش داده شده است. 7جدول 

 يباندها يهاگروه يبرا SVM نتايج طبقه بندي كننده -7جدول 
  ايپاوداده 

  شماره گروه  1  2  3  4
  گروه باند  62,33  54,86  64,11  53,55

شماره   5  6  7 9
  گروه

  گروه باند  62,00  66,00  57,00  47,02

داده  يبرا يفيط يگروه باندها يپس از طبقه بند
تم ادغام سيتحت س يجه طبقه بنديا، هشت نتيپاو يفيفراط

  شوند.  يگر ادغام ميكديكننده با  يطبقه بند
ط ا توسيپاو يفيداده فراط يبندج حاصل از طبقهينتا
 يشنهادياستاندارد، روش پ يبندمختلف طبقه يهاروش

انتخاب  يهاها و روشكننده يبراساس ادغام طبقه بند
ج ينتا يش داده شده است. بررسينما 8در جدول  يژگيو

ز يا نويپا يداده فراطف ين، برايشيدهد مانند داده پينشان م
ن يزيها براساس ادغام بكننده يروش ادغام طبقه بند

ن دقت را بدست آورده است.يشتريب

 مقايسه نتايج دقت طبقه بندي براي روش هاي مختلف طبقه بندي براي داده فراطفي پاويا -8جدول 

رو شهاي انتخاب
  ويژگي

طبقه بند كننده
  استاندارد

روش پيشنهادي ادغام طبقه بندي 
  كننده براساس گروه بندي باندها

هاي  مجموعه روش
  طبقه بندي

SFBS  SFFS Standard SVM NB SVM WMV روش طبقه بندي  
  دقت  93,11 93,33 95,11 93,11 93,80  93,40
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 هاي طبقه بندي براي داده پاوياهاي مختلف در روشدقت كلاس-9شكل

كلاس موجود  9 يبرا يج دقت طبقه بنديسه نتايمقا
ش داده شده است. ينما 9 لشك را ديپاو يفيدر داده فراط

 يشنهاديدهد، روش پين شكل نشان ميا يسه و بررسيمقا
ر يرا نسبت به سا يشتريت بادغام براساس تئوري بيز دق

- آورد. اگرچه براي كلاسبدست مي يطبقه بند يهاروش

ت. و اين نكته صادق نبوده اس 9(درخت) و كلاس  1هاي 
  روش ادغام نتوانسته است بهبود دقت را حاصل كند.

بندي به روش تصوير حاصل از طبقه 10شكل 
ادغام بيزين را با روش طبقه بندي استاندارد  پيشنهادي

  مقايسه كرده است.
  

 ب  الف
ا،يداده پاويتصاوير حاصل از طبقه بندي برا -7شكل  -10شكل

  NBالف) طبقه بندي كننده استاندارد و ب) روش 

  جينتا يبحث روو  يريجه گينت -6-3

 يطبقه بند يها، روشيفير فراطينه تصاويدر زم
و  يآموزش يهامانند تعداد محدود نمونه يلين به دلايشيپ

ق يكارآمد و دق يبه اندازه كاف يفيط يباندها يتعداد بالا
- نياشمچندگانه ستم يسك ي آييق، كارين تحقياند. انبوده

 يهاداده يبان را به منظور طبقه بنديبردار پشت يها

قرار داده است. روش  يو بررس يابيمورد ارز يفيفراط
باندها را براساس  يبند گروهستم يك سي يشنهاديپ

ن يكند تا اياستفاده م يفيداده فراط يبرا متقابلاطلاعات 
د. م كنيمشابه تقس يهاشامل باند گروه يداده را به تعداد
ر ه يطبقه بند يبرا SVM يهاكننده يسپس طبقه بند

 يج لازم را برايافته و نتايحاصل از مرحله قبل آموزش  گروه
د. نكنيمجاد يها اكننده يستم مجموعه طبقه بنديس

 يهاستميدر س يريم گيادغام تصم يهاسرانجام روش
ج يشوند تا نتايها بكار برده مكننده يمجموعه طبقه بند

م يگر ادغام شوند و تصميكديها با كننده يتمام طبقه بند
روش پيشنهادي از يك الگوريتم ادغام  حاصل شود. يينها

ها بر اساس مباني تئوري بيرين استفاده طبقه بندي كننده
  كند.مي

 ير مثبت استراتژيبه تأث يشنهادين هدف روش پياول
- حل مشكلات كاهش ابعاد در داده يباندها برا يبند گروه

ه در ن كيشيقات پيتحق يارياشاره دارد. بس يفيفراط يها
غلبه بر  يرند، برايگيكاهش ابعاد قرار م يهاروش دسته

تا  اندتلاش كرده يفيفراط يهاداده در داده يمشكل افزونگ
 يد را انتخاب كنند. اگرچه ضعف اساسيمف يتنها باندها

از اطلاعات  يكاهش ابعاد، از دست رفتن برخ يهاروش
 باشد. با استفاده ازيم يفيداده فراط يد با حذف باندهايمف

با  قين تحقيدر ا يشنهاديباندها، روش پ يبند گروهمفهوم 
كند، ياستفاده م يفيط يكه از كل فضا يستميس يريبكارگ
غلبه كند. به علاوه  يفيداده فراط يهادارد تا بر ضعف يسع

 يبالا يدگيچيو پ يفياطلاعات ط يبه علت حجم بالا
ه در طبق يك هسته مركزي، استفاده از يفير فراطيتصاو
 يرا در طبقه بند يق و مناسبيج دقينتا SVMكننده  يبند

كل  يج رويرا SVMكند. استفاده از يجاد نمين داده ايا
 يراب يك هسته مركزيف تنها ياز به تعري، نيفيداده فراط

تواند تنوع  ينم ين هسته مركزيكه ا يداده دارد در حال
   ن نوع داده را مورد پوشش قرار دهد.ياطلاعات موجود در ا

به منظور حل اين مشكل، تقسيم داده فراطيفي به چند 
زيرمجموعه و تعريف يك هسته مركزي روي هر زيرمجموعه 
كه تنها بر اطلاعات موجود در آن زيرمجموعه منطبق است، 

تواند راهگشا باشد. به عبارتي گام ادغام نتايج حاصل، مي و
گروه بندي باندها در روش پيشنهادي بر مشكلات مذكور 

كند. در حقيقت هسته مركزي هر طبقه بندي غلبه مي
ها و كننده انفرادي روي هر گروه، تنها براساس ويژگي
  اطلاعات باندهاي موجود در آن گروه تعريف مي شود.
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روش پيشنهادي بهبود نتايج طبقه بندي  دومين هدف
باشد. يك ها ميبوسيله ادغام نتايج طبقه بندي كننده

ها كارآيي فراواني براي سيستم مجموعه طبقه بندي كننده
بهبود نتايج طبقه بندي تاكنون از خود نشان داده است. 

هاي ادغام بكار رفته در اين تحقيق اي كه تمامي روشبگونه
بقه بندي بهتر از طبقه بندي كننده از نظر دقت ط
اند كه از تمامي فضاي داده فراطيفي استانداردي بوده

كند. در اين ميان به علت دقت و پايداري روش استفاده مي
تري را نسبت به دو روش ادغام بيزين اين روش نتايج دقيق

ديگر ادغام حاصل كرده است. در انتها، نتايج بدست آمده از 

دهد كه اين روش دقت طبقه نشان مي روش پيشنهادي
بندي بالاتر و پايداري بيشتري را نسبت به طبقه بندي 

كند و همچنين بر بسياري هاي رايج پيشين ايحاد ميكننده
  كند.ها در طبقه بندي داده فراطيفي غلبه مياز ضعف

گر با سرعت و يهاي دتواند به روشمطالعات آينده مي
-باندها، ادغام طبقه بندي كننده شتر در گروه بندييدقت ب

 هاي ادغامهاي فازي و روشها، بكارگيري طبقه بندي كننده
  هاي فازي بپردازد.طبقه بندي كننده

  
  

  

 مراجع

Li, S., Wu, H., Wan, D., Zhu, J. (2011). An effective feature selection method for hyper spectral image 
classification based on genetic algorithm and support vector machine, Knowledge-Based Systems, Vol.  
24, pp.40–48. 

[1] 

D. A. Landgrebe. (2003). Signal Theory Methods in Multispectral Remote Sensing. New York: Wiley. [2]  

Goel, P. K., Prasher, S. O., Patel, R. M.,  Landry, J. A., Bonnell, R. B., Viau, A. A.  (2003). Classification 
of hyperspectral data by decision trees and artificial neural networks to identify weed stress and 
nitrogen status of corn,” Comput. Electron. Agric., vol. 39, no. 2, pp. 67–93. 

[3]  

Del Frate, F., Pacifici, F., Schiavon, G., and Solimini, C. (2007). Use of neural networks for automatic 
classification from high-resolution images,” IEEE Trans. Geosci. Remote Sens., vol. 45, no. 4, pp. 800–
809. 

[4] 

Vaiphasa, C. (2003). Innovative genetic algorithm for hyperspectral image classification,” in Proc. Int. 
Conf. Map Asia, p. 20. 

[5] 

Müller, K. L., Mika, S., Rätsch, G., Tsuda, K. and Schölkopf, B.  (2001). An introduction to kernel-based 
learning algorithms,” IEEE Trans. Neural Netw., vol. 12, no. 2, pp. 181–202. 

[6] 

Camps-Valls, G. and Bruzzone, L.  (2005). Kernel-based methods for hyper spectral image 
classification,” IEEE Trans. Geosci. Remote Sens., vol. 43, no. 6, pp. 1351–1362. 

[7] 

Vapnik, V. N. (1998). Statistical LearningTheory. New York: Wiley. [8] 

Gualtieri, J.  and Cromp, R.  (1998). Support vector machines for hyper spectral remote sensing 
classification,” in Proc. 27th AIPR Workshop Advances in Computer Assisted Recognition, Washington, 
DC, 1998, pp. 121–132. 

[9] 

Melgani, F., Bruzzone, L. (2004). Classification of Hyper spectral Remote Sensing Images With 
Support Vector Machines”, IEEE Trans. Geosci. Remote Sensing, vol. 42, no. 8, pp. 1778–1790. 

[10] 

Serpico, S. B.,  and Moser, G. (2007). Extraction of spectral channels from hyper spectral images for 
classification purposes,” IEEE Trans. Geosci. RemoteSens., vol. 45, no. 2, pp. 484–495. 

[11] 

Kuncheva, L. (2004). Combining Pattern Classifiers methods and algorithms. A john Wiley&sons, 
INC.publication, Hoboken, New jersey.Canada. 

[12] 

Benediktsson, J.A. and Kanellopoulos, I. (1999). Classification of multisource and hyper spectral 
databased on decision fusion. IEEE Transactions on Geoscience and Remote Sensing, 37 (3),1367–
1377. 

[13] 



 

266 

 

اده
ي د

بند
قه 

طب
تم

يس
س س

اسا
ي بر

طيف
 فرا

اي
ه

ين
ماش

ي 
ها

اي
ه

 …
 

  

Benediktsson, J.A., Chanussot, J., and Fauvel, M. (2007). Multiple classifier systems in remote 
sensing: from basics to recent developments. In: M. Haindl, J. Kittler and F. Roli, eds. Multiple Classifier 
Systems. Heidelberg, Germany: Springer, 501–512. 

[14] 

Prasad, S., Bruce, L.M. (2008). Decision Fusion with Confidencebased Weight Assignment for Hyper 
spectral Target Recognition, IEEE Trans. Geoscience and Remote Sensing, vol. 46, no. 5. 

[15] 

Prasad, S., Bruce, L.M., Kalluri, H. (2008). A Robust Multi-Classifier Decision Fusion Framework for 
Hyper spectral, Multi-temporal Classification, IEEE,  IGARSS 2008, 273-276. 

[16] 

Wang, J., and Chang, C.I . (2006). Independent component analysis-based dimensionality reduction 
with applications in hyper spectral image analysis, IEEE Trans. Geosci. Remote Sens., vol. 44, no. 6, 
pp. 1586–1600. 

[17] 

Serpico, S. B.,  and Bruzzone, L. (2001). A new search algorithm for feature selection in hyper spectral 
remote sensing images, IEEE Trans. Geosci.Remote Sens., vol. 39, no. 7, pp. 1360–1367. 

[18] 

Plaza, A., Martinez, P., Plaza, J. and Perez, R. (2005). Dimensionality reduction and classification of 
hyper spectral image data using sequences of extended morphological transformations,” IEEE Trans. 
Geosci. Remote Sens., vol. 43, no. 3, pp. 466–479. 

[19] 

Chang, C.-I, and Wang, S. (2006). Constrained band selection for hyper spectral imagery,” IEEE Trans. 
Geosci. Remote Sens., vol. 44, no. 6, pp. 1575– 1585. 

[20] 

Martínez-Usó, A., Filiberto , P.,  Martínez Sotoca, J.,  García-Sevilla, P.  (2007). Clustering-Based 
Hyper spectral Band Selection Using Information Measures, IEEE TRANSACTIONS ON 
GEOSCIENCE AND REMOTE SENSING, VOL. 45, NO. 12, pp. 4148-4171. 

[21] 

Benediktsson, J.A. and Kanellopoulos, I. (1999). Classification of multisource and hyper spectral 
databased on decision fusion. IEEE Transactions on Geoscience and Remote Sensing, 37 (3),1367–
1377. 

[22] 

Martinez-Uso, A., Pla, F., Sotoca, J. M., and Garcia-Sevilla, P. (2006). Clustering based multispectral 
band selection using mutual information,” in Proc.ICPR, 2006, pp. 760–763. 

[23] 

Guo, B.,  Gunn, S. R., Damper, R. I.  and Nelson, J. D. B. (2006). Band selection for hyperspectral 
image classification using mutual information,” IEEE Geoscience and Remote Sensing Letters, 3(4): 
522-526. 

[24] 

Weston, J., and Watkins, C. (1998). Multi-class support vector machines, Technical report CSD-TR-
98-04. 

[25] 

Scholkopf, B. and Smola, A.J. (2002). Learning with kernels, support vector machines, regularization, 
optimization and beyond. Cambridge: MIT Press. 

[26] 

Huang, C., Davis, L. S. and Townshend, J. R. (2002). An assessment of support vector machines for 
land cover classification,” Int. J. Remote Sens., vol. 23, no. 4, pp. 725–749. 

[27] 

Melgani, F. and Bruzzone, L. ( 2004). Classification of hyper spectral remote sensing images with 
support vector machines. IEEE Transactions on Geoscience and Remote Sensing, 42 (8),1778–1790. 

[28] 

Watanachaturaporn, P., and Arora, M. K. (2004). Support vector machines for classification of multi- 
andhyper spectral data. In P. K. Varshney & M. K. Arora (Eds.), Advanced image processing techniques 
forremotely sensed hyper spectral data: Springer-Verlag. 

[29] 

Marconcini, M., Bruzzone. L. ( 2009).  A Composite Semisupervised SVM for Classification of Hyper 
spectral Images”, IEEE GEOSCIENCE AND REMOTE SENSING LETTERS, VOL. 6, NO. 2. 

[30] 

Tarabalka, Y., Fauvel, M., Chanussot, J., Benediktsson, J. (2010).  SVM- and MRF-Based Method for 
Accurate Classification of Hyper spectral Images. IEEE GEOSCIENCE AND REMOTE SENSING 
LETTERS, VOL. 7, NO. 4. 

[31] 

Kuncheva, L. (2004). Combining Pattern Classifiers methods and algorithms. A john Wiley&sons, 
INC.publication, Hoboken, New jersey.Canada 

[32] 

Kuncheva, L.I., Whitaker, C.J. (2003). Measures of diversity in classifier ensemble and their relationship 
with the ensemble accuracy, Machine Learning, 51(2): 181- 207. 

[33] 



   

267 

 

ريه
نش

 
مي

عل
- 

شي
ژوه

پ
 

لوم
ع

 و 
ون

فن
 

شه
نق

 
ي،

دار
بر

 
وره

د
 

رم،
چها

 
اره

شم
3، 

من
به

 
 ماه

13
93

  

Ruta, D., Gabrys, B. (2000), An overview of classifier fusion methods. Computing and Information 
systems, Vol. 7, pp. 1-10. 

[34] 

Skalak, D. (1996), The Sources of Increased Accuracy for two Proposed BoostingAlgorithms, In: Proc. 
American Association of Artificial Intelligence, AAAI-96, Integrating Multiple Learned Model Workshop. 

[35] 

Giacinto, G., Roli, F. (1999), Methods for Dynamic Classifier Selection”, ICIAP '99, 10th Int. Conf. on 
Image Analysis and Processing, Venice, Italy, Sept 27 - 29, pp. 659-664. 

[36] 

Goebel, K., Yan, W., Cheetham, W. (2002), A method to calculate classifier correlation fordecision 
fusion, Proc. IDC 2002, Adelaide, 11-13 February, 2002., pp. 135-140. 

[37] 

Fauvel, M.. Benediktsson, J. (2007), A Combined Support Vector Machine Classification Based on 
Decision Fusion, Signal & Images Laboratory, LIS Grenoble, Grenoble National Polytechnical Institute, 
France. 

[38] 

Waske, B. and Van der Linden, S. (2008). Classifying multilevel imagery from SAR and opticalsensors 
by decision fusion. IEEE Transactions on Geoscience and Remote Sensing, 46 (5),1457–1466 

[39] 

S. Nakariyakul, D.P. Casasent. (2007). Adaptive branch and bound algorithm for selecting optimal 
features, Pattern Recognit. Lett. 28 (2007) 1415–1427. 

[40] 

Xu, L., et al., (1992). Methods of combining multiple classifiers and their applications to handwriting 
recognition. IEEE Transactions on Systems Man and Cybernetics, Vol. 22, No. 3, 418-435. 

[41] 

Imbault, F., and Lebart, K. (2004). A stochastic optimization approach for parameter tuning of support 
vector machines. In Proceedings of the 17th international conference on pattern recognition (ICPR’04), 
pp. 1051–4651. 

[42] 

Hsu, C.-W.,  Chung, C.-C., Lin, C.-J., (2010). A Practical Guide to Support Vector Classification, 
National Taivan University, March 13, 2010 [Online]. Available: www.csie.ntu.edu.tw/_cjlin. 

[43] 

Pudil, P., Novovicova, J., and Kittler, J, 1994. Floating search methods in feature selection, Pattern 
Recognition Letter, 15(11): 1119–1125. 

[44] 

Watanachaturaporn, P., Arora, M. K., and Varshney, P. K. (2005). Hyperspectral image classification 
using support vector machines: A comparison with decision tree and neural network. 

[45] 

 كارشناسي نامه پايان ،" ابرطيفي تصاوير بندي طبقه منظور به ها كننده بندي طبقه تركيب از استفاده  ياسر، قصوديم]46[

 1385 برداري، نقشه دانشكده طوسي، نصيرالدين خواجه صنعتي دانشگاه ارشد،

 بندي طبقه براي ها كننده بندي طبقه تركيب و ويژگي استخراج از استفاده جهت متدي ارائه  مجيد، زادگان حيمر]47[

1387نقشه برداري،  دانشكده طوسي، نصيرالدين خواجه صنعتي دانشگاه ارشد، كارشناسي پايان نامه ،" طيفي ابر هاي.داده

  
  
  
  
  


