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 چکیده

سیاه جعبه صورتبهها شود که روند يادگیری در آنها استفاده میبندی دادههای شناسايی قدرتمندی جهت کلاسهامروزه از سیستم

بودن دانش بدست آمده  فهمقابلکه یدرحالباشند.. بندی و ارتباط بین توصیفگرها برای کاربر قابل فهم نمیای که نحوه کلاسهبوده بگونه

رو ينازابندی را با دقت و صحت بیشتری انجام دهد. تواند کمک شايان توجهی به کاربر نمايد تا کلاسههای شناسايی میتوسط سیستم

باشد مهم و پرکاربرد در پردازش تصوير می موضوعات ازجملهبندی دادها ای از قوانین جهت کلاسهکشف دانش در قالب استخراج مجموعه

گردد. هدف اين مقاله، پیشنهاد روندی جهت استخراج قوانین فازی های بعدی میبندی و بهبود آن در گامکه سبب درک بهتر روش کلاسه

تا بدين وسیله باشد. های لیدار و تصاوير هوايی رقومی میبندی دادهپذير برای کلاسهشرطی از سیستم استنتاج نوروفازی انطباق صورتبه

گردند در قالب يکسری قوانین فازی با زبان قابل فهم اهمیت و ارتباط بین توصیفگرهايی که منجر به استخراج يک عارضه خاص می میزان

برای کاربر شناسايی گردند. به بیان ديگر مشخص شود که ارتباط کدامیک از توصیفگرها در شناسايی يک عارضه از بالاترين میزان اهمیت 

ینه توسط الگوريتم ژنتیک انتخاب بهين راستا ابتدا تعدادی توصیفگر بالقوه اولیه تولید شده و سپس توصیفگرهای در ا برخوردار است.

های فازی در مقدم قوانین تعیین گشت و ای مقادير اولیه برای مجموعههای آموزشی به الگوريتم جداسازی تورانهشدند. با وارد نمودن داده

 -ها شناسايی گشتند. سپس با پیشنهاد يک روش فازیی کننده نهايی ايجاد و دو کلاس درختان و ساختمانبندطی فرآيند آموزش، کلاسه

های از لايه اخذشدههای آموزشی پذير و دادهمبنا و با استفاده از توابع عضويت نهايی بدست آمده از سیستم استنتاج نوروفازی انطباق

از اين روش از لحاظ منطقی و با در  شدهاستخراجرآيند شناسايی استخراج گشت. قوانین فازی یفگر، مجموعه قوانین فازی مؤثر از فتوص

ی قرار گرفتند که نتايج نشان از توانايی بالای روش پیشنهادی در استخراج قوانین از فرآيند بررس موردهای توصیفگر نظر گرفتن لايه

 شناسايی داشتند.

 پذيرتصاوير هوايی رقومی، قوانین فازی، سیستم استنتاج نوروفازی انطباقهای لیدار، داده :کلیدی واژگان

                                                            
 ی رابطنويسنده *
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 مقدمه -1

 بندی-کلاسه جهت متعددی هایالگوريتم امروزه

 از دانش استخراج توانايی که باشندمی مطرح هاداده

 دانش فهم به قادر انسان اما دارند، را هاداده از ایمجموعه

 استخراج. باشدنمی هاوزن و هانقطه میان از آمده بدست

 از ترعمیق درک به طرفی از تواندمی فازی صورت به قانون

 سیستم داخلی منطق بررسی جهت شناسايی الگوريتم

 کشف به تواندمی ديگر طرف از و [4] نمايد کمک

[. 4] شود منجر آموزشی هایداده جديد هایوابستگی

 بودن درکقابل و درستی قانون استخراج در مهم اصل

 که است آن معنای به درستی. است شده استخراج قوانین

 الگوريتم رفتار و اطلاعات کلیه بیانگر شدهاستخراج قوانین

 تفسیرپذيری معنای به بودن درکقابل و بوده شناسايی

 تعداد کاهش با همچنین[. 4]است  شده استخراج قوانین

 روند بهتر درک به توانمی شدهاستخراج قوانین

 هاتکنیک به نیاز کار اين که نمود کمک بندیکلاسه

[. 4] دارد قوانین کردن هرس و دهیوزن نظیر سازیمنظم

 از قوانین استخراج جهت ایگسترده تحقیقات روازاين

 در. است پذيرفته صورت بندیکلاسه مختلف هایالگوريتم

 اطلاعات، بندیکلاسه برای  زبر هایمجموعه روش از[ 2]

 يا همپوشان اطلاعات کاهش و هاآن از قوانین استخراج

 جهت روندی[ 9] در همچنین. شد استفاده تکراری

 فرآيند کهپشتیبان  بردار ماشین يک از قوانین استخراج

[ 1] در. گشت  است مطرح مانند 4سیاهجعبه آن درونی

 پشتیبان بردار ماشین يک از قوانین استخراج جهت روشی

  توصیفگرهای اساس بر مستقیم صورتبه ديدهآموزش

 توصیفگرها ترينمهم انتخاب همچنین،. شد ارائه متمايز

 خطی هایالگوريتم روی بر[ 5. ]گرفت قرار مدنظر نیز

 بردار ماشین از قانون استخراج جهت روندی و کرده مرکزت

 .نمود پیشنهاد خطی هایابرصفحه ديگر و خطی پشتیبان

 فرآيند کهآن دلیل به عصبی هایشبکه از دانش استخراج

 پرچالش موضوعی است، مانند سیاهجعبه آن درونی

 اساس بر min-max فازی روند يک از[ 6] در. باشدمی

 با سپس و شد گرفته بهره بندیکلاسه برای عصبی شبکه

 در و گشته استخراج قوانین، ژنتیک الگوريتم از استفاده

 کمتری اهمیت که توصیفگر هایلايه از شماری هاآن میان

                                                            
1 Black box  

 جهت[ 9] در. گشتند حذف داشتند، شناسايی در را

 الگوريتم از ورشکستگی بینیپیش برای دانش استخراج

 قوانینی به تا شد استفاده باينری بندیکلاسه و عصبی

 تشکیل با[ 0] در. يابد دست مالی هایشاخص از ساده

 نیز و  عصبی شبکه با ترکیبی ابرمستطیل ساختار يک

 بندیکلاسه شده،نظارت گیریتصمیم روش از استفاده

 الگوريتم هایوزن طريق از قوانین و شده انجام اطلاعات

 جهت روشی[ 7] در. گشتند استخراج ديده،آموزش

 پیش  چندلايه عصبی هایشبکه از قوانین استخراج

 از تا است گشته سعی روش اين در. است داده ارائه خوراند

 تردرکقابل و کمتر قوانین ارائه برای بازگشتی آموزش

 عصبی هایشبکه روی بر تمرکز[ 48] در. شود گرفته بهره

 .است گسسته هایورودی با پرسپترون چندلايه

 داده آموزش درستیبه عصبی شبکه يک ابتدا کهطوریبه

 به آموزشی هایداده با متناسب قوانین سپس. شودمی

 رفتار سازیشبیه توانايی که گرددمی استخراج ایگونه

 . باشد داشته را شبکه

 نوروفازی از سیستم استنتاج [45-و 44]در 

 هوش قدرتمند هایروش از که( ANFIS) 2پذيرانطباق

 عملکرد دارای و بوده هاداده بندیکلاسه جهت محاسباتی

 اين سیستم از. است شده استفاده باشد،می مناسبی بسیار

  زبانی بیان و عصبی شبکه سازیبهینه و يادگیری توانايی

برده است اما روند  بهره همزمان صورت به فازی استنتاج

ر  د. نمايدسیاه عمل میيادگیری در آن به صورت جعبه

  برای  ایتورانه جداسازی الگوريتم از اين راستا، استفاده

 بندیکلاسه در تواندمی سوگنو نوع از اولیه مدل يک ايجاد

 دقت هرچه زيرا مؤثر باشد. هاداده بهتر هرچه شناسايی و

 فازی نهايی قوانین دقت باشد، بیشتر اولیه مدل

 نیز پذيرانطباق نوروفازی استنتاج سیستم از شدهاستخراج

 به نسبت فازی قوانین با کاربر از آنجا که. شودمی بیشتر

 مقاله اين در کند،می برقرار ارتباط بهتر  قطعی قوانین

 فازی قوانین استخراج جهت روندی تا شده است سعی

 .گردد ارائه شرطی صورتبه

 به دور از سنجش و فتوگرامتری به مربوط هایداده

 مختلف هاینقشه تهیه در متنوعی بسیار کاربردهای دلیل

 و شهری مديريت و ريزیبرنامه جهت زمین سطح از

 استخراج طريق از دانش کشف روينازا. دارند روستايی

                                                            
2 Adaptive Neuro-Fuzzy System  
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 بندیکلاسه از آنگاه-اگر شرطی قوانین از ایمجموعه

 اين بهبود زمینه در تواندمی فضايی و هوايی هایداده

 همواره ازدور،سنجش پیشرفت با. باشد راهگشا فرايند

 شدن روزبه و تغییر حال در آن تجهیزات  و هاسنجنده

 اطلاعات استخراج و پردازش هایروش درنتیجه. باشند می

 از جمله لیدار. است تغییر حال در همواره نیز هاآن از

 از اطلاعات آوریجمع برای جديد نسبتاً هایتکنولوژی

 لیزر، هایپالس دريافت و ارسال با که باشدمی زمین سطح

 موردبررسی محدوده از بعدیسه مختصات با نقاطی ابر به

 دقت لیدار، آوریفن روزافزون پیشرفت. يابدمی دست

 و آن اخذشده هایداده ارتفاعی و مسطحاتی بالای بسیار

 شده باعث بازگشتی هایسیگنال شدت ثبت همچنین

 گیریچشم صورتبه لیدار هایداده از استفاده که است

 کثرت علت به لیدار هایداده بندیکلاسه. يابد افزايش

 همواره عوارض میان روابط پیچیدگی و بعدیسه عوارض

 هوايی تصاوير از استفاده روينازا. است بوده مشکل دچار

 هایداده کنار در بالا راديومتريکی قدرت دلیل به رقومی

. گردد بندیکلاسه فرآيند دقت افزايش باعث تواندمی لیدار

 بندیکلاسه جهت متفاوتی هایالگوريتم و هاروش تاکنون

 هایداده از استفاده با زمین سطح روی عوارض شناسايی و

 و رقومی هوايی تصاوير کمک با يا و تنهايیبه   لیدار

 هوايی تصاوير تلفیق از[ 46. ]است گشته مطرح فضايی

 مرتفع عوارض ابتدا و نمود استفاده لیدار هایداده و رقومی

 NDVI از استفاده با سپس و کرده شناسايی را

 در. نمود تفکیک يکديگر از را هادرخت و هاساختمان

 جداسازی برای همواری و تحدب میزان از[ 49]

 شناسايی برای و شد گرفته بهره درختان و هاساختمان

 استفاده متفاوت هایجهت و اندازه با هايیقاب از هاراه

 شبکه هاقاب اين توسط منطقه تصوير اسکن با که گشت

 هايیالگوريتم از توانمی همچنین. شد استخراج هاراه کلی

 و هاساختمان مرز بهبود برای RANSAK و Hough نظیر

[. 28-40] نمود استفاده هاآن دقیق مرز آوردن بدست

 میدان و  مارکف تصادفی میدان نظیر آماری هایالگوريتم

 عملکرد و بوده مؤثر بندیطبقه در نیز  شرطی تصادفی

 يک توصیف بندیکلاسه برای[ 24] در. دارند مناسبی

 و نامنظم نقاط ابر برای شرطی تصادفی میدان مدل

 تعداد و عرض دامنه، نظیر هندسی خصوصیات استخراج

. شدند استفاده توصیفگر هایداده عنوانبه موج پژواک

 در هاويژگی استخراج برای ويژه مقادير از توانمی بعلاوه

 شدت هایداده از و نمود استفاده شرطی تصادفی میدان

 بهره هم از درخت و ساختمان کلاس دو جداسازی برای

 [.22] برد

 قوانین استخراج جهت روندی ارائه مقاله اين هدف

. باشدمی پذيرانطباق نوروفازی استنتاج سیستم از فازی

 يادگیری فرآيند از آمده بدست قوانین که ایگونهبه

 و خطی پارامترهای روزرسانیبه و آموزشی هایداده

. باشد پذيرانطباق نوروفازی استنتاج سیستم غیرخطی

 بدست اولیه مقادير از استفاده با است شده سعی بنابراين

 هایمجموعه برای ایتورانه جداسازی الگوريتم از آمده

 و خطی پارامترهای تنظیم و قوانین مقدم در فازی

 قوانینی آموزش، فرآيند طول در عضويت توابع غیرخطی

 باشندمی دارا بندیکلاسه فرآيند در را تأثیر بیشترين که

 شرطی هایگزاره صورتبه حاصله قوانین. نمود استخراج

 و باشند فهمقابل هم که ایگونهبه شوند،می داده نمايش

 يا و تصحیح شناسايی، هاآن میان در را خطا بتوان هم

 شدهاستخراج قوانین از توانمی همچنین. نمود حذف

 که ديگری مناطق عوارض شناسايی و بندیکلاسه جهت

 تحقیق اين توصیفگر هایلايه با يکسانی توصیفگر هایلايه

 فازی سیستم يک تشکیل با و نمود استفاده باشد داشته

 اين به. داد انجام را بندیکلاسه فرآيند بالا دقتی با ساده

 آموزشی هایداده اخذ جهت ایحرفه اپراتور به نیاز صورت

 نوروفازی استنتاج سیستم آموزش برای کارآمد و دقیق

 با بندیکلاسه حالدرعین و رودمی بین از پذير انطباق

 . پذيردمی صورت بالا صحتی و دقتی

 بخش در که است صورتبدين مقاله ساختار ادامه در

 قوانین استخراج و عوارض شناسايی پیشنهادی روند 2

 سازیپیاده به 9 بخش ارائه شده است. در شرطی

 و عوارض شناسايی و بندیکلاسه در پیشنهادی هایروش

 بحث و ارزيابی مورد نتايج و شده پرداخته قوانین استخراج

 از شدهحاصل نتايج ،1 در بخش در نهايت. گیرندمی قرار

 .گرددمی طرح آتی پیشنهادات و گشته ارائه مقاله اين

 روند پیشنهادی -2

در اين بخش ابتدا روند پیشنهادی جهت شناسايی 

( و سپس 4-2ها و درختان ارائه شده )بخش ساختمان

روند پیشنهادی برای استخراج قوانین فازی به طور کامل 
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شمای کلی  4(. در شکل 2-2شود )بخش شرح داده می

 در اين مقاله نشان داده شده است. شدهارائهروند 

 
 روند کلی روند پیشنهادی -4شکل 

 بندی و شناسايی عوارضکلاسه -2-1

بندی، هدف شناسايی عوارض در مرحله کلاسه

باشد. در اين راستا، شهری میها و درختان درونساختمان

گرهای بهینه با استفاده از روند انتخاب توصیفابتدا 

(. سپس با 4-4-2گردد )بخش الگوريتم ژنتیک مطرح می

ای و سیستم استنتاج استفاده از الگوريتم جداسازی تورانه

ها پذير به شناسايی درختان و ساختماننوروفازی انطباق

( و درنهايت روند ارزيابی نتايج 2-4-2اقدام شده )بخش 

 (.9-4-2مطرح شده است ) شناسايی

 های توصیفگر بهینهلايه انتخاب -2-1-1

شهری  نیازمند ها و درختان درونشناسايی ساختمان

تعیین توصیفگرهايی برای اجرای فرآيند شناسايی 

بندی با توجه به بردار های کلاسهباشد. زيرا الگوريتممی

گیری توصیف هر پیکسل در مورد ماهیت آن تصمیم

صورت طیفی، بافتی توانند به. اين توصیفگرها میکنندمی

و يا ساختاری امکان تفکیک اشیا را فراهم سازند. امروزه با 

های فعال و غیرفعال امکان ثبت افزايش تعداد سنجنده

خصوصیات طیفی، بافتی و ساختاری اشیا در طول 

وجود آمده است. های گوناگون به های مختلف و شیوهموج

توانند در شناسايی توصیفگر بالقوه که می 42 در اين مقاله

عوارض مؤثر باشند، تولید شدند. بسیاری از توصیفگرهايی 

های لیدار و تصاوير ها با استفاده از دادهکه امکان تولید آن

ها هوايی وجود دارد، کاربردی در شناسايی ساختمان

ندارند. به همین دلیل، در اين تحقیق، از توصیفگرهايی که 

ر تحقیقات گذشته دارای کاربری مناسب بوده و يا به د

رفت ها انتظار میدلیل ساختار و ماهیت هندسی آن

 ی در شناسايی داشته باشند، انتخاب شدند. مؤثرعملکرد 

NDVI [29 ،]SAVI4 [21 ،]های گیاهی شاخص

MSAVI2 [25به همراه سه باند فضای رنگی ] YIQ9 

يی رقومی دارای باند از تصاوير هوا [ با استفاده26]

سنجی های فاصلهقرمز نزديک ايجاد شدند. از دادهمادون

[، خم پروفیل 29لیدار برای تولید توصیفگرهای شیب ]

 1[،  مدل رقومی سطحی نرمال شده29[، خم سطح ]29]

(nDSM[ )29شود. [ بهره گرفته می26] 5[ و زبری

( هم به صورت LIP) 6های شدت سیگنال لیدارداده

 4مستقیم به عنوان توصیفگر استفاده گشت. در جدول 

ها توصیفگرهای مورد استفاده به همراه روابط رياضی آن

 اند.آورده شده

های توصیفگر، هر پیکسل دارای يک پس از ايجاد لايه

 ( است. 4بردار ويژگی مطابق رابطه )

(4)               [ (1) (2) ( )],i i i ix x x x n   

شماره پیکسل  iهای توصیفگر و هتعداد لاي nکه 

باشد. لازم به ذکر است که پس از ايجاد موردنظر می

( 2ها مطابق با رابطه )های توصیفگر، مقادير اين لايهلايه

ای های توصیفگر به بازهسازی محدوده لايهمنظور يکسانبه

 .شوندگردد، تبديل میتعیین می [0,1]

(2)   
( )

( ) , {1,2,..., },
i jN

i
j j

x j a
x j j n

b a

 
   
  

  

به ترتیب کمترين و بیشترين مقادير  jbو  ja که 

ساختار کلی  باشند.تولید شده می jهای توصیفگر پیکسل

 ( باشد. 9های آموزشی بايد به صورت رابطه )داده

                                                            
1 Soil Adjusted Vegetation Index (SAVI)  

2 Modified Soil Adjustment Vegetation  

3 Modified Soil Adjusted Vegetation Index 

4 normalized Digital Surface Model  

5 Roughness  

6 Last Intensity Pulse  
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س
 ا

(9)

1 1 1

2 2 2

1 1 1

(1) (2) ( ) 1

(1) (2) ( ) 1

,(1) (2) ( ) 1

(1) (2) ( ) 0

(1) (2) ( ) 0

N N N

N N N

N N N

p p p

N N N

p p p

N N N

q q q

x x x n

x x x n

TrD x x x n

x x x n

x x x n

  

 
 
 
 
 

  
 
 
 
 
 

  

های آموزشی برای يک عارضه ماتريس داده TrDکه 

های تعداد داده pهای آموزشی، تعداد کل داده qخاص، 

های توصیفگر تعداد لايه nموردنظر و آموزشی عارضه 

شود، برای شناسايی هر طور که مشاهده میباشد. همانمی

( 9های آموزشی مطابق رابطه )عارضه بايد ماتريس داده

های مربوط به عارضه ای که پیکسلگونهتنظیم گردد. به

های مربوط به عوارض و پیکسل 1موردنظر دارای خروجی 

 باشند.  0ديگر دارای خروجی 

[ 27شهده در ]اين مقالهه، از الگهوريتم ژنتیهک ارائهدر 

 برای استخراج توصیفگرهای بهینه استفاده گشت.

ای از نقاط در اين الگوريتم با در نظر گرفتن مجموعه

ی نواحی مؤثرفضای جواب در هر تکرار محاسباتی به نحو 

مطابق  درواقعشود. مختلف فضای جواب جستجو می

ای جستجو فضا به نواحی 4مکانیزمی با عنوان توازی ضمنی

که در آن متوسط آماری تابع هدف بیشتر بوده و امکان 

نمايد. وجود نقطه بهینه در آن بیشتر است، سوق پیدا می

بخش اصلی شامل  5ی الگوريتم ژنتیک دارای کل طوربه

و  5، جهش1، آمیزش9، تابع برازندگی2رمزگذاری

[. الگوريتم ژنتیک به جای کار بر 27] باشدمی 6يیرمزگشا

ها کار روی پارامترها بر روی شکل رمزگذاری شده آن

نمايد. به همین دلیل در الگوريتم ژنتیک استفاده شده، می

یفگرها به صورت يک ستون به عنوان توصتصوير هر يک از 

شود و به يک کروموزوم فضای جستجو در نظر گرفته می

ای از گردند. مجموعهری رمزگذاری میصورت باين

یر تأثدهند که با ها بک جمعیت را تشکیل میکروموزوم

جمعیت، جمعیت جديد حاصل  عملگرهای ژنتیکی بر روی

 شود.می

                                                            
1 Implicit parallelism  

2 Encoding  

3 Evaluation 

4 Crossover  

5 Mutation  

6 Decoding  

 هاتوصیفگرهای مورد استفاده و روابط ايجاد آن -4 جدول

Formula Features No. 

 NDVI 1 

 SAVI 2 

 

 
MSAVI 3 

 
Y (YIQ) 4 
I (YIQ) 5 

Q (YIQ) 6 

2 2

2 2

2

,

,

f f
G H

x y

f f
D E

x y

f
F

x y

 
 
 

 
 
 



 

 

 Plane 

Curvature 
7 

 Profile 

Curvature 8 

2 2 ,Slope G H  Slope 9 

1 2 3 4 5 6 7 8 9max( , , , , , , , , )VR z z z z z z z z z  0_ ,VRough Max R z  Roughness 10 

nDSM DSM DTM  nDSM 11 

The last intensity pulse of LiDAR LIP 12 

NIR R
NDVI

NIR R






(1 )
NIR R

SAVI L
NIR R L


  

 

2 ( ) ( )
1

s NIR R NIR s R
L

NIR R

     
 



 22 (2 1) 8 ( )

2

NIR NIR NIR R
MSAVI

      


0.299 0.587 0.114

0.595716 0.274453 0.321263

0.211456 0.522591 0.311135

Y R

I G

Q B

     
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  
     
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 
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تابع برازندگی میزان کیفیت هر رشته را با يک عدد 

نمايد. به طوريکه هر چه کیفیت رشته جواب مشخص می

ندگی جواب بیشتر است و احتمال بالاتر باشد، مقدار براز

باشد. قدم مشارکت برای تولید نسل بعدی نیز افزايش می

ها است، به همین اول در اين مقاله شناسايی ساختمان

و نوع فاصله اقلیدسی با توجه  KNN (K=1)دلیل الگوريتم 

يک بودن آن برای محاسبه تابع برازش هر پارامتریرغبه 

( استفاده 4گرها در جدول کروموزوم )ترکیبی از توصیف

نمونه آموزشی است و يک  Kشامل  KNNشد. الگويتم 

بندی های آن طبقهی اکثريت همسايهرأعارضه بر اساس 

بدست  4(OAشاخص دقت کلی )شود. بدين ترتیب از می

آمده از شناسايی برای محاسبه میزان برازندگی هر 

کروموزوم )ترکیبی از توصیفگرها( الگوريتم ژنتیک استفاده 

 گشت. 

ها عملگر آمیزش جهت ترکیب نسل قديمی کروموزوم

[  در راستای ايجاد 27] 22با تابع انتخاب رقابتی با اندازه 

آمیزش و عملگر  درواقعشود. نسل جديد به کار گرفته می

بین  از باعثهای والد برای تولید نسل جديد استفاده از ژن

شود. در اين رفتن پراکندگی با تنوع ژنتیکی جمعیت می

[ استفاده شد. 27] 9ایتحقیق از عملگر آمیزش تک نقطه

های ممکن ديگری را تولید عملگر جهش نیز جواب

ها نمايد. اين عملگر امکان دارد ژنی را از مجموعه ژنمی

در جمعیت وجود نداشته  حالتابهحذف نموده و با ژنی که 

نوع جهش وابسته به نوع  درواقعاست، جايگزين نمايد. 

رمزگذاری متفاوت است. در رمزگشايی و پس از يافتن 

گیرد تا بهترين جواب، عکس عملیات رمزگذاری صورت می

جواب نهايی حاصل شود. در اين تحقیق از عملگر جهش 

 [ استفاده شد.27] 1يکنواخت

استفاده از سیستم استنتاج نوروفازی  -2-1-2

 پذير انطباق

پذير برای شناسايی سیستم استنتاج نوروفازی انطباق

 شدهانتخابعوارض با استفاده از توصیفگرهای بهینه  دقیق

گیرد. در اين راستا، از بخش قبل، مورد استفاده قرار می

(( ابتدا وارد 9بق رابطه )شده )مطاهای آموزشی تهیهداده

                                                            
1 Overall Accuracy  

2  Tournament selection (size=2) 

3  One point crossover 
1 Uniform mutation 

گردند و با تعیین [ می98]5ایالگوريتم جداسازی تورانه

نوع و تعداد توابع عضويت ورودی و نوع توابع عضويت 

از نوع سوگنو با يک  6خروجی، يک سیستم استنتاج فازی

شود. در الگوريتم جداسازی خروجی از مدل ايجاد می

حالت  بهترين ای با چک کردن کل حالات ممکن،تورانه

شود. لازم به ذکر است که برای توابع عضويت استخراج می

در انتخاب نوع توابع عضويت خروجی در جداسازی 

 .[98استفاده شده است ] 9ای از تابع عضويت خطیتورانه

های آموزشی و چک وارد سیستم استنتاج سپس داده

شوند. سیستم استنتاج شده میايجادپذير نوروفازی انطباق

ای پیش های چندلايهپذير از کلاس شبکهنوروفازی انطباق

باشد. اين سیستم از قابلیت بیان پذير میانطباق 49خوراند

زبانی سیستم استنتاج فازی و توانايی خودآموزی 

، 2برد. در شکل طور همزمان بهره میهای عصبی بهشبکه

ساختار يک سیستم استنتاج نوروفازی انطباق پذير با دو 

های دوم، سوم و ودی و يک خروجی و پنج لايه که لايهور

شوند، نشان های پنهان شناخته میلايه عنوانبهچهارم 

های داده شده است. برای نمايش نحوه عملکرد گره

مختلف از اشکال دايره و مربع استفاده شده است که هر 

گره مربع شکل يک گره تطبیقی با پارامترهای قابل تنظیم 

عنوان يک گره ثابت ای شکل بهگره دايره بوده و هر

 شود.  شناخته می

 
تابع  2معماری يک شبکه استنتاج نوروفازی انطباقی با  -2شکل 

 داده ورودی 2عضويت و 

ها با مقادير توابع عضويت در لايه اول مقادير ورودی

شوند و میزان تطابق هر ورودی متناظر با خود مقايسه می

عنوان خروجی گره با تابع عضويت متناظر با خود به

( تابع عضويت گوسین مربوطه 1گردد. رابطه )انتخاب می

 [98دهد ]را نشان می iبه گره 

                                                            
5 Grid partitioning 

6 Fuzzy Inference System 

9 Linear  
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س
 ا

(1                         )          
2

1

2
( ) ,

i

i

i

x c

a

A x e

 
   

  

پارامترهای توابع عضويت مربوط به هر يک  {ai,ci}که 

باشد. پارامترهای توابع عضويت در از متغیرهای ورودی می

شوند شناخته می 4عنوان پارامترهای مقدماين لايه به

[98.] 

عنوان به گره ثابت شناخته در لايه دوم هر گره به

های ضرب تمام سیگنالی آن حاصلشود که خروجمی

 [.98(( ]5ورودی است )رابطه )

(5           )1 2( ) ( ) 1, 2,
i ii A Bw x x im m= ´ = 

سازی پرداخته شده و هر گره در در لايه سوم به نرمال

نسبت وزن  iباشد. همچنین گره اين لايه يک گره ثابت می

-ها را محاسبه میهای تمام قانونبه مجموع وزن iقانون 

 [.98(( ]6نمايد )رابطه )

(6                        )
1 2

1,2.i
i

w
w i

w w
 


 

( 9در لايه چهارم يک گره تطبیقی با رابطه ) iهر گره 

 [.98باشد ]می

(9      )1 2( ) 1,2,i ii i i iw f w p x q x r i    

( 0ثابت با عملکرد رابطه )لايه پنجم تنها از يک گره 

را محاسبه  (f)تشکیل شده است که خروجی شبکه 

 [.98نمايد ]می

(0   )                      .
i ii

i i

i ii

w f
f w f

w
 





 

پذير از الگوريتم در سیستم استنتاج نوروفازی انطباق

برای تنظیم پارامترهای توابع عضويت  2آموزشی ترکیبی

بهره گرفته شده است که در آن از روش پس انتشار برای 

پارامترهای مربوطه به توابع عضويت و از تخمین کمترين 

برای پارامترهای مربوط به توابع عضويت خروجی  9مربعات

در الگوريتم  1جلوروبه[. در گذر 98استفاده شده است ]

در  irو  ip ،iqرامترهای خطی تالی )يادگیری ترکیبی، پا

                                                            
1 Premise parameters 

2 Hybrid  

3 Least Squares Estimation (LSE) 

4 Forward pass 

(( توسط روش تخمین کمترين مربعات محاسبه 9رابطه )

های خطا، که ، سیگنال5گردند. در گذر بازگشتیمی

باشند، از مشتقات مربع خطا نسبت به هر گره خروجی می

يابند. در گذر لايه خروجی به لايه ورودی انتشار می

در رابطه  ic و iaم )یرخطی مقدغبازگشتی، پارامترهای 

شوند. روز میبه 6های نزول گراديان(( توسط الگوريتم1)

الگوريتم آموزشی ترکیبی نیازمند معرفی پارامترهای تعداد 

های اولیه، نرخ کاهش ها، حد آستانه خطا، اندازه گامدوره

[. 98باشد ]ها میها و نرخ افزايش اندازه گاماندازه گام

سل يک درجه عضويت که درنهايت برای هر پیک

دهنده میزان تعلق به کلاس خروجی موردنظر نشان

آيد و با در نظر گرفتن يک حدآستانه باشد بدست میمی

 آيد.نتايج نهايی شناسايی عارضه مربوطه بدست می

 ارزيابی نتايج شناسايی عوارض -2-1-3

های در اين مقاله، برای ارزيابی نتايج شناسايی، از داده

 Working Group برای  ISPRSشده توسط ائهمرجع ار

III/4 9استفاده گشت. همچنین، از چهار معیار تمامیت ،

(( و دقت کلی 44( و )48(، )7)روابط ) 7و کیفیت 0صحت

(OAبرای ارزيابی توانايی الگوريتم جداسازی تورانه ) ای و

پذير در شناسايی و تفکیک دو استنتاج نوروفازی انطباق

 ها بهره گرفته شد. کلاس درختان و ساختمان

(7)                             ,
TP

Completeness
TP FN




  

(48                )            ,
TP

Correctness
TP FP




  

(44)                           ,
TP

Quality
TP FP FN


 

  

هايی که مورد ای که در اين روابط برای پیکسلگونهبه

معرف نقاطی  True Positiveيا  TPگیرند  ارزيابی قرار می

 Falseيا  FNاند.  طور صحیح شناسايی شدهاست که به

Negative اند و ايی نشدهباشد که شناسمعرف نقاطی می

نقاطی  کنندهمشخص False Positiveيا  FPدرنهايت 

 اشتباهبهنبوده و  شدهیینتعباشد که مربوط به کلاس می

 اند.شناسايی شده

                                                            
5 Backward pass 

6 Gradient descent 

7 Completeness  

8  Correctness 

9 Quality  
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 الگوريتم استخراج قوانین فازی -2-2

در اين بخش از مقاله، برای اولین بار، الگوريتمی جهت 

فازی مؤثر از کشف دانش در قالب استخراج مجموعه قوانین 

گردد که شامل سه مرحله بندی عوارض ارائه میفرآيند کلاسه

 باشد:می

شده در مرحله اول پارامترهای مقدم نهايی تنظیم  -

های )پس از اتمام آموزش( مربوط به توابع عضويت ورودی

پذير استخراج گشته و سیستم استنتاج نوروفازی انطباق

 گردند.مطابق با میانگین توابع مرتب می

مربوط به هر  4در مرحله دوم، قانون فازی آتش شده  -

داده آموزشی متعلق به يک کلاس عارضه خاص )ساختمان 

 شود.يا درخت( شناسايی می

در مرحله سوم قوانین فازی که بیشترين اهمیت را   -

 گردند.اند، استخراج میبندی داشتهدر فرآيند کلاسه

های آموزشی مربوط به کلاس در مرحله اول ابتدا داده

ی برای استخراج قوانین فازی مؤثر در شناسايی آن موردبررس

گردند. سپس پارامترهای مقدم کلاس خاص، جداسازی می

توابع عضويت ورودی بدست آمده از آموزش سیستم  شدهتنظیم

میانگین  شده و مطابق باپذير استخراجاستنتاج نوروفازی انطباق

  شوند. تعداد کل توابع عضويتصورت صعودی مرتب میتوابع به

 گردد:تمامی توصیفگرها طبق رابطه زير محاسبه می

(42                                     ),nMFs nMF n  

، تعداد توابع عضويت در لايه اول سیستم nMFکه 

شده برای هر ( مشخص2استنتاج نوروفازی )شکل 

 باشد.تعداد توصیفگرها می  nتوصیفگر و 

 (nMF)در مرحله دوم، ابتدا با توجه به تعداد توابع عضويت 

از  (NR)برای هر توصیفگر، تعداد کل قوانین فازی ممکن 

دهنده ( نشان41ابطه )گردد. ر( تعیین می49طريق رابطه )

ای که هر رديف از اين گونهماتريس قوانین ايجاد شده است به

ماتريس به يک قانون اشاره دارد. همچنین فاصله میان هر دو 

به يک توصیفگر اشاره دارد. برای  Rچین در ماتريس خط نقطه

کند که کدام تابع مشخص می 4هر قانون، در هر رديف، عدد 

، اگر سه مثالعنوانبه( لحاظ شده است. عضويت )ترم فازی

و برای هر  Nx(3)و  Nx ،(2)Nx(1)( شامل n=9توصیفگر )

های زبانی ( با برچسبnMF=2توصیفگر دو تابع عضويت فازی )

                                                            
1 Fired Rule 

( 49وجود داشته باشد، بر اساس رابطه ) (H)و زياد   (L)کم 

قانون شده و ماتريس  7تعداد کل قوانین فازی ممکن برابر با 

 ( خواهد بود. 45قوانین فازی ممکن برابر با رابطه )کل 

(49) .nNR nMF  

(41) 

1 0 0 1 0 0 1 0 0

1 0 0 1 0 0 0 1 0

1 0 0 1 0 0 0 0 1

,

0 0 1 0 0 1 1 0 0

0 0 1 0 0 1 0 1 0

0 0 1 0 0 1 0 0 1
NR nMFs

R



 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

(45                         )

1 0 1 0 1 0

1 0 1 0 0 1

1 0 0 1 1 0

1 0 0 1 0 1
,

0 1 1 0 1 0

0 1 1 0 0 1

0 1 0 1 1 0

0 1 0 1 0 1

R

 
 
 
 
 
 
 
 
 
 
 
  

 

تواند به اول می( قانون رديف 45برای مثال در رابطه )

 صورت زير تعريف شود:

          L(3) is Nxand  L(2) is Nxand  L(1) is NxIF 

THEN data i(row i) of Eq. (5) belongs to Class A   

ماتريس رابطه  اکنون برای هر داده آموزشی )هر رديف

های( رابطه (( میزان آتش برای تمامی قوانین )رديف9)

شود تا مشخص گردد برای هر داده ( محاسبه می41)

آموزشی کدامیک از قوانین بیشترين تأثیر را داشته است. 

برای اين منظور برای هر داده آموزشی ورودی به سیستم 

 ( متعلق به يک عارضه خاص: 9استنتاج نوروفازی از رابطه )

( ), {1,2,..., ], {1,2,..., }N

ix k i p k n    

ی آن شده برا(( تعريف1مقدار تابع عضويت )رابطه )

rکه در قانون  )(توصیفگر  NR صدا زده

 ((.46گردد )رابطه )شده است محاسبه می

( ( ))k N
s ix k

(1)Nx (2)Nx (3)Nx 

L H L L H H 
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 (46) 
1 2
1 1 1

1 2
1 1 2

1 2
1 1

1 2
1

( (1)) 0 0 ( (2)) 0 0 ( ( )) 0 0

( (1)) 0 0 ( (2)) 0 0 0 ( ( )) 0

( (1)) 0 0 ( (2)) 0 0 0 0 ( ( ))

0 0 ( (1)) 0 0 ( (2)) ( ( )) 0

N N k N
i i i

N N k N
i i i

N N k N
i i s i

N N k N
s i s i i

x x x k

x x x k

x x x k

SR

x x x k

  

  

  

  



     

1 2
2

1 2

.

0

0 0 ( (1)) 0 0 ( (2)) 0 ( ( )) 0

0 0 ( (1)) 0 0 ( (2)) 0 0 ( ( ))

1,2,..., , 1,2,..., , 1,2,..., ,

N N k N
s i s i i

N N k N
s i s i s i NR nMFs

x x x k

x x x k

k n s nMF i p

  

  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

     

 

 

باشد، قانونی که بیشترين مقدار آتش را دارا می

گردد آتش شده داده مربوطه انتخاب می عنوان قانونبه

شده برای )روابط )با ضرب مقادير توابع عضويت محاسبه

(( در يکديگر يک 46: هر رديف از رابطه ) rهر قانون )

آيد که میزان برای هر قانون بدست می  )rFV(مقدار آتش 

((. در 40( و )49نمايد آتش آن قانون را مشخص می

يت در مثال ذکرشده )رابطه صورتی مقادير توابع عضو

( فرض شود، مقادير آتش برای 47صورت رابطه )(( به45)

هر قانون و قانون منتخب با بیشترين مقدار آتش )مطابق 

 گردد.( حاصل می28صورت رابطه )(( به40( و )49روابط )
 

(49            )
 

( ( )) ,

{1,2,..., }, 1,2,..., ,

r

i k N

s i

r

FV x k

r NR i p

   

   

 

 

(40    ) 
 

1 2max , ,..., ,..., ,

{1,2,..., }, 1,2,..., ,

i i i i i

q q rF FV FV FV FV

r NR i p



   
 

 
0.84 0 0.74 0 0.62 0

0.75 0 0.69 0 0 0.77

0.68 0 0 0.91 0.64 0

0.88 0 0 0.72 0 0.83
,

0 0.82 0.67 0 0.62 0

0 0.76 0.58 0 0 0.55

0 0.89 0 0.90 0.85 0

0 0.61 0 0.78 0 0.74

SR

 
 
 
 
 
 
 
 
 
 
 
  

 

 (28                         )

0.385

0.398

0.396

0.526
, 0.680.

0.340

0.242

0.680

0.352

r

i i

qFV F

 
 
 
 
 
  
 
 
 
 
 
  

                                               

iکه 

qF دهد که بیشترين مقدار آتش برای نشان می

به همین  باشد.می qمربوط به قانون شماره  iداده آموزشی 

های آموزشی ترتیب بیشترين مقدار آتش برای ساير داده

از طريق  qقانون شماره  4گردد. میزان اهمیتمحاسبه می

 گردد:رابطه زير محاسبه می

(42                             )             1 ,

qN

i
q

i
q

F

I
p




 

های آموزشی برای يک کننده تعداد کل دادهبیان pکه 

تعداد  qNباشد و (( می9عارضه خاص )طبق رابطه )

های آموزشی توسط داده qدفعاتی است که قانون شماره 

، قوانینی که يتدرنهابیشترين مقدار آتش را داشته است. 

ها از يک حدآستانه بیشتر باشد شناسايی میزان اهمیت آن

گردند. برای مثال میانین فازی مؤثر انتخاب عنوان قوو به

داده آموزشی برای شناسايی يک کلاس  48که درصورتی

( و قانون حاوی p = 10خاص در نظر گرفته شود )

آموزشی بدست آورده  بیشترين مقدار آتش برای هر داده

آيد. در اين ( بدست می22شود، ماتريسی مشابه رابطه )

های آموزشی و ر با تعداد دادهماتريس تعداد سطرها براب

                                                            
1 Importance 

(47 ) 
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باشد. رابطه ( میNRها برابر تعداد قوانین )تعداد ستون

( نیز میزان اهمیت بدست آمده برای هر قانون را 29)

قانون اول )ستون اول ماتريس  مثالعنوانبهدهد. نشان می

( را برای چهار داده Fq((  بیشترين مقدار آتش )22رابطه )

اشته است. در اين صورت، مقدار د ) Nq  (4 =آموزشی

خواهد  0.26( برابر با 24اهمیت اين قانون بر اساس رابطه )

 ( را ببینید(.29شد )رابطه )

(22)    

 

0.54 0 0 0 0 0 0 0

0.67 0 0 0 0 0 0 0

0 0 0.68 0.75 0 0 0 0

0 0 0 0 0 0.64 0 0

0 0 0 0 0 0 0 0
,

0 0 0 0 0 0.77 0 0

0 0 0 0.57 0 0 0 0

0 0 0 0.84 0 0 0 0

0.65 0 0 0 0 0 0 0

0.74 0 0 0 0 0 0 0
p NR

TrR



 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

    

 

(29)  0.26 0 0.068 0.216 0 0.141 0 0 .qI 

 

 سازی و ارزيابی نتايجپیاده -3

سازی و ارزيابی نتايج در سه بخش صورت پیاده
و  موردمطالعه، منطقه 4-9پذيرفته است، در بخش 

-9شرح داده شده است. در بخش  مورداستفادههای داده
بندی با استفاده از الگوريتم جداسازی ، نتايج کلاسه2

پذير تشريح ای و سیستم استنتاج نوروفازی انطباقتورانه
نیز حاوی نتايج حاصل از استخراج  9-9شده است. بخش 

( در 2-2)بخش  یشنهادشدهپقوانین مؤثر مطابق روش 
 اين مقاله است.

های و داده موردمطالعهمنطقه  -3-1

 شدهاستفاده

سازی روش های مورد استفاده برای پیادهداده

باشد که آلمان می Vaihingenپیشنهادی مربوط به شهر 

تهیه شده  (DGPF) 4ازدور آلمانتوسط انجمن سنجش

نوار اسکن هوايی و همچنین  48ها حاوی است. اين داده

                                                            
1 German Society for Photogrammetry, Remote Sensing and 

Geoinformation 

های اسکن باشند. دادهتصاوير هوايی رقومی با سه باند می

درصد بوده و تراکم نقاط تا  98دارای همپوشانی حداکثر 

باشد، نقطه در هر مترمربع در مناطق همپوشانی می 9يا  6

نقطه  1ر دارند تراکم ولی در مناطقی که در يک نوار حضو

های های اسکن حاوی دادهدر هر مترمربع است. داده

باشند. شدت سیگنال بازگشتی از سطح زمین نیز می

تصاوير هوايی رقومی منطقه شامل سه باند سبز، قرمز و 

 0قرمز نزديک بوده و دارای قدرت تفکیک مکانی مادون

باشند. بیت می 44 متر و قدرت تفکیک راديومتريکسانتی

اند ها در سه ناحیه در اختیار کاربران قرار گرفتهاين داده

فردی ی خصوصیات منحصربهکه هر يک از نواحی دارا

 .باشندمی

هايی های قديمی با سقفحاوی ساختمان 4ناحیه   -

 باشد.پیچیده به همراه تعدادی درخت می

ت که توسط های بلندی اسدارای ساختمان 2ناحیه   -

 احاطه شده است.درختان 

های کاملاً مسکونی بوده و حاوی خانه 9ناحیه   -

تصاوير هوايی  9باشد. شکل مستقل و کوچک نیز می

شده هر رقومی سه ناحیه مورد بررسی و محدوده تعیین

 دهد.را نشان می ISPRSيک توسط 

  
 )ب( )الف(

 
 )ج(

ها، )الف( های مورد مطالعه و محدوده بررسی آنناحیه -9 شکل

 9و )ج( ناحیه 2، )ب( ناحیه4ناحیه
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 بندی و شناسايی عوارضکلاسه -3-2

های ها ابتدا لايهبرای شناسايی درختان و ساختمان

توصیفگر برای هر سه ناحیه مورد مطالعه ايجاد گشته و 

از  4-4-2شده در بخش ر سه لايه توصیفگر ارائهمقادير ه

[ تبديل 0,1( نرمال شده و به محدوده ]2طريق رابطه )

عنوان های مرجع بهاز داده %4شدند. در اين فرايند از 

ها جهت تست بهره گرفته داده %488 ازهای آموزشی و داده

های آموزشی (. تعداد داده4-2شده است )بخش 

 نشان داده شده است.  2در هر ناحیه در جدول  مورداستفاده

در هر ناحیه جهت  مورداستفادههای آموزشی تعداد داده -2 جدول

 هاشناسايی درختان و ساختمان

Area 3 Area 2 Area 1 Objects 

68 82 74 Tree 

663 386 461 non_Tree 

290 164 208 Building 

441 304 327 non_Building 

[ تعداد تکرار 27 مورداستفادهژنتیک بر اساس الگوريتم ]

قابل  4، تعداد نخبه58مرتبه، میزان جمعیت اولیه  58نسل 

با تابع جهش  84/8، احتمال جهش 4انتقال به نسل بعد 

، 9ایبا تابع آمیزش تک نقطه 0/8، احتمال آمیزش 2يکنواخت

و میزان جمع  28 5، فاصله مهاجرت2/8 1نسبت مهاجرت

در نظر گرفته شد. الگوريتم ژنتیک با رسیدن 9/8 6شدگی

در  %02و   2در ناحیه  %09، 4در ناحیه  %08کلی  دقتبه

 9توصیفگرهای بهینه را انتخاب نمود. جدول  9ناحیه 

 دهد.ینه انتخاب شده در هر ناحیه را نشان میبهتوصیفگرهای 

 شدهانتخابینه بهتوصیفگرهای  -9جدول 

Optimal features Test areas 

LIP - nDSM - NDVI Area 1 

LIP- Slope- nDSM - NDVI Area 2 

LIP- Slope - nDSM - MSAVI Area 3 

ای های آموزشی ابتدا وارد الگوريتم جداسازی تورانهداده

تابع عضويت از نوع گوسین  9گردند تا با در نظر گرفتن می

(( يک مدل استنتاج فازی اولیه ايجاد گردد. در نظر 1)رابطه )

گردد از سه مفهوم زبانی گرفتن سه تابع عضويت سبب می

                                                            
 1 Elite 

 2 Uniform mutation 

 3 One point crossover 

4 Migration Fraction  

5 Migration Interval  

6 Shrink  

ه گرفته شود. در بیان قوانین بهر "زياد"و  "متوسط"، "کم"

 دهد. توصیفگرهای بهینه هر يک از نواحی را نشان می 1شکل 

 

NDVI nDSM LIP  

    

Slope NDVI nDSM LIP  

     
Slope MSAVI nDSM LIP  

     
 برای هر يک از نواحی شدهانتخابتوصیفگرهای بهینه  -1شکل 

تنظیمات اولیه پارامترهای الگوريتم آموزش ترکیبی موردنیاز 

ها، حد پذير شامل تعداد دورهسیستم استنتاج نوروفازی انطباق

و نرخ افزايش  اولیه، نرخ کاهش اندازه گام آستانه خطا، اندازه گام

 تنظیم گشتند. 1اندازه گام به ترتیب مطابق با جدول 

مقادير اولیه پارامترهای مورداستفاده در سیستم استنتاج  -1 جدول

 پذيرقنوروفازی انطبا

Value Initial parameters 

300 Training epoch number 
0 Error tolerance 

0.1 Initial step size 
1.1 Step size increase rate 
0.9 Step size decrease rate 

-روند آموزش ترکیبی سیستم استنتاج نوروفازی انطباق

پذير تا زمان رسیدن خطا به حد مطلوب خود و يا رسیدن 

شده سیستم استنتاج نوروفازی به حداکثر تعداد دوره تعیین

های آموزشی در روند آموزش يابد. غالباً اندازه گامادامه می

شینه تا يابد و پس از رسیدن به مقدار بیابتدا افزايش می

 1يابد. به اين صورت که اگر در انتهای فرآيند کاهش می

ها با ضرب شدن در تکرار متوالی خطا کاهش يابد، اندازه گام

است،  4تر از ها که مقداری ثابت و بزرگنرخ افزايش گام

تکرار  2که مقدار خطا در يابد. اما درصورتیافزايش می

A
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a
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a
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a
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ها ها در نرخ کاهش گامپیاپی نوسان داشته باشد، اندازه گام

است، ضرب گشته و  4تر از که مقداری ثابت و کوچک

روند کلی تغییر  9و  6، 5های يابد. در شکلکاهش می

ها و همچنین ها تا رسیدن به حداکثر تعداد دورهاندازه گام

های آموزش و خطای نمودار مربوط به مقادير خطای داده

 یه آورده شده است.های چک در هر گام برای هر ناحداده

در اين مقاله، حد آستانه برای تعلق يک پیکسل به کلاس 

در نظر گرفته شد. نتايج  0.5ها يا درختان خروجی ساختمان

، صحت (Com)بدست آمده با محاسبه پارامترهای تمامیت 

(Cor)کیفیت ، (Qu) ( و دقت کلیOAارائه ) شده در بخش

، از طريق مقايسه نتايج سیستم استنتاج نوروفازی 2-4-9

صورت عددی و به 5های مرجع، در جدول پذير با دادهانطباق

 صورت شماتیک آورده شده است. به 7و  0های در شکل

 

 )الف(

 

 )ب(

های مقادير خطای دادهها و روند کلی تغییر اندازه گام -5شکل 

 ها، )الف( درختان، )ب( ساختمان4آموزشی و چک ناحیه 

 

 )الف(

 

 )ب(

های ها و مقادير خطای دادهروند کلی تغییر اندازه گام -6شکل 

 ها، )الف( درختان، )ب( ساختمان2آموزشی و چک ناحیه 

 

 )الف(

 

 )ب(

های ها و مقادير خطای دادهروند کلی تغییر اندازه گام -9شکل 

 اه، )الف( درختان، )ب( ساختمان9آموزشی و چک ناحیه 
 

  
 )ب( )الف(

 
 )ج(

نمايش شماتیک نتايج ارزيابی شناسايی درختان. )الف(  -0شکل 
 (FN، آبی: FP، قرمز: TP)زرد:  9، )ج( ناحیه 2، )ب( ناحیه 4ناحیه 

  
 )ب( )الف(

 
 )ج(

ها. )الف( نمايش شماتیک نتايج ارزيابی شناسايی ساختمان -7 شکل
 (FN، آبی: FP، قرمز: TP)زرد:  9، )ج( ناحیه 2، )ب( ناحیه 4ناحیه 
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دقت نسبتاً پايین شناسايی درختان ناشی از کارآ 

نبودن توصیفگرها در برخی مناطق جهت تفکیک عوارض 

در جهت  NDVIباشد مانند ناموفق بودن شاخص می

در مناطق سايه که باعث  موردنظر انتظاراتبرآورده کردن 

شده است شناسايی در اين مناطق دچار مشکل گردد. 

توسط  شدهارائههمچنین درست نبودن داده مرجع 

ISPRS  در برخی مناطق و نقص آن در شناسايی برخی

های مرجع مناطق نظیر نمايش منظم درختان در داده

از  -باشند دارای ماهیت نامنظمی می که درختانیدرصورت

 ديگر دلايل دقت نسبتاً پايین در شناسايی درختان است.

 

 نتايج ارزيابی پارامترهای تمامیت، صحت و کیفیت -5 جدول

OA (%) Qu (%) Cor (%) Com(%) 
FN 

(pixel) 

FP 

(pixel) 

TP 

(pixel) 
Object Test area 

82.45% 
51.58 70.28 65.96 10250 8399 19866 Tree Area 1 
83.63 88.84 93.44 6896 12338 98243 building  

85.67% 
62.23 69.41 85.76 9621 28541 57943 Tree Area 2 

80.91 83.54 96.26 2874 14584 73994 building  

84.41% 
53.80 73.03 67.14 15007 11328 30668 Tree Area 3 
78.85 82.76 94.35 7379 25659 123152 building  

 

 استخراج قوانین مؤثر فازی -3-3

ها و درختان، بر در اين مرحله پس از شناسايی ساختمان

و با استفاده از توابع  4-2یشنهادشده در بخش پاساس روند 

عضويت نهايی بدست آمده از سیستم استنتاج نوروفازی 

 -قوانین شرطی اگر  صورتبهپذير، قوانین فازی مؤثر انطباق

در شکل  شدهدادهنمودارهای نشان  گردند.آنگاه استخراج می

 بندی را بهاز فرآيند کلاسه شدهاستخراج، قوانین فازی 48

 دهد.ها نشان میهمراه میزان اهمیت هر يک از آن

حد آستانه میزان اهمیت برای استخراج قوانین مؤثر 

قوانین فازی مؤثر  9و  6در نظر گرفته شد. جداول  0.04

دهد. در اين جداول مطابق با روند پیشنهادی را نشان می

 ( مربوط به شماره قانون فازی مؤثر از میانrستون دوم )

باشد. در قوانین فازی ممکن در هر ناحیه میمجموعه 

 صورتبه شدهاستخراج( قانون فازی Rulesستون سوم )

( Importance)است و در ستون چهارم  شده ذکرکامل 

(، 24ساس رابطه )نیز میزان اهمیت قانون ذکرشده بر ا

 بیان گرديده است.

 
 )الف(

 
 )ب(

 
 (ج)

برای هر يک از نواحی، )الف(  شدهاستخراجقوانین فازی  -48شکل 

 9، )ج( ناحیه 2، )ب( ناحیه 4ناحیه 
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 برای شناسايی درختان در هر يک از نواحی 0.04قوانین دارای میزان اهمیت بیشتر از  -6 جدول

Importance Rules r No. 

Area 1 
0.42247 If LIP is medium and NDVI is high and nDSM is high, then it is a Tree. 18 1 

0.11825 If LIP is medium and NDVI is high and nDSM is medium, then it is a Tree. 17 2 

0.09944 If LIP is high and NDVI is high and nDSM is medium, then it is a Tree. 26 3 

0.06198 If LIP is low and NDVI is high and nDSM is high, then it is a Tree. 9 4 

Area 2 

0.32574 If LIP is high and NDVI is medium and nDSM is medium and Slope is medium, then it is a Tree. 18 1 

0.15892 If LIP is medium and NDVI is high and nDSM is high and Slope is medium, then it is a Tree. 17 2 

0.08420 If LIP is medium and NDVI is high and nDSM is medium and Slope is medium, then it is a Tree. 14 3 

0.08362 If LIP is medium and NDVI is medium and nDSM is medium and Slope is high, then it is a Tree. 9 4 

0.07183 If LIP is low and NDVI is high and nDSM is high and Slope is high, then it is a Tree. 23 5 

Area 3 
0.20044 If LIP is low and MSAVI is medium and nDSM is high and Slope is high, then it is a Tree. 6 1 

0.10966 If LIP is medium and MSAVI is high and nDSM is high and Slope is medium, then it is a Tree. 18 2 

0.07720 If LIP is medium and MSAVI is high and nDSM is medium and Slope is medium, then it is a Tree. 17 3 

0.07554 If LIP is medium and MSAVI is medium and nDSM is high and Slope is high, then it is a Tree. 15 4 

0.04621 If LIP is high and MSAVI is high and nDSM is high and Slope is low, then it is a Tree. 27 5 

 ها درختان در هر يک از نواحیبرای ساختمان 0.04قوانین دارای میزان اهمیت بیشتر از  -9 جدول

Importance Rules r No. 

Area 1 
0.40436 If LIP is medium and NDVI is low and nDSM is high, then it is a Building. 12 1 

Area 2 

0.16987 If LIP is low and NDVI is low and nDSM is medium and Slope is high, then it is a Building. 2 1 

0.16376 If LIP is low and NDVI is low and nDSM is high and Slope is medium, then it is a Building. 3 2 

0.07364 If LIP is low and NDVI is medium and nDSM is medium and Slope is medium, then it is a Building. 5 3 

0.05981 If LIP is medium and NDVI is low and nDSM is high and Slope is low, then it is a Building. 12 4 

0.04671 If LIP is low and NDVI is medium and nDSM is high and Slope is low, then it is a Building. 6 5 

Area 3 
0.43492 If LIP is low and MSAVI is low and nDSM is medium and Slope is medium, then it is a Building. 2 1 

0.14204 If LIP is medium and MSAVI is low and nDSM is medium and Slope is low, then it is a Building. 11 2 

0.05976 If LIP is medium and MSAVI is low and nDSM is high and Slope is low, then it is a Building. 12 3  

 4سازی در ناحیه با توجه به آنکه با اجرای الگوريتم بهینه

، چهار 9و  2مطالعاتی سه توصیفگر بهینه و در نواحی 

( و با 49یجه مطابق رابطه )درنتشدند.  انتخابتوصیفگر بهینه 

تابع عضويت برای هر توصیفگر،  9توجه به در نظر گرفتن 

قانون و برای نواحی  04، 4تعداد کل قوانین ممکن برای ناحیه 

 6که در جداول  طورهمانقانون ايجاد شده است.  219، 9و  2

کاملاً مشهود است، از میان کل حالت ممکن برای قوانین  9و 

و  2قانون در نواحی  219و  4قانون در ناحیه  04)در هر ناحیه 

ها ( تنها تعداد محدودی برای شناسايی درختان و ساختمان9

استخراج شده است. اين بدان معناست که با استفاده از اين 

تعداد قوانین فازی استخراج شده و ايجاد يک سیستم استنتاج 

با سرعت و ی و راحتبهها را توان درختان و ساختمانفازی می

 دقتی بالايی شناسايی نمود.

های ساختاری ی دارای ويژگیبررس موردهر يک از نواحی 

ها و خويش بوده و نوع، ارتفاع و تراکم ساختمان فردمنحصربه

رو ينازاباشد. ها متفاوت میدرختان در هر يک از آن

 تبعبهبرای هر يک از نواحی و  شدهانتخابیفگرهای بهینه توص

 باشند.متفاوت می شدهاستخراجنین فازی آن قوا

 شدهاستخراجتر نیز ذکر شد، قوانین که پیش طورهمان

باشند و هم صحت داشته باشند.  درکقابلبايد هم 

شرطی  صورتبهفازی بوده و  شدهاستخراجقوانین  ازآنجاکه

ها ارتباط برقرار تواند با آنمی یراحتبهاند، انسان بیان شده

ک نمايد. علاوه بر اين میزان اهمیت هر يک از کرده و در

متوجه  یراحتبهتوان قوانین نیز مشخص شده است و می

 مؤثرتر موردنظرشد که کدام قوانین در شناسايی عارضه 

قانونی در مجموعه قوانین  کهیدرصورتباشند. می

وجود داشته باشد که از لحاظ منطقی اشتباه  شدهاستخراج

های آموزشی حاوی خطا که داده باشد؛ بدان معناست

 شدهاستخراجبررسی منطقی قوانین  ينبنابراباشند. می

 تواند به اخذ صحیح دادهمی یفگرهاتوصمطابق عملکرد 
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مثال درختان عوارضی با  طوربهآموزشی کمک نمايد. 

در  کاملاًباشند و اين امر مقدار شاخص گیاهی زياد می

است. همچنین درختان و رعايت شده  شدهاستخراجقوانین 

باشند و توصیفگر ها عوارضی دارای ارتفاع میساختمان

nDSM گر میزان ارتفاع عوارض است. بررسی قوانین نشان

يک از قوانین دهد که هیچنیز نشان می شدهاستخراج

قوانین  یجهدرنتباشند. نمی nDSMدارای مقادير کم 

منطقی صحیح بوده و اين به معنای  ازلحاظ شدهاستخراج

 های آموزشی است.انتخاب صحیح داده

در ادامه برخی دلايل عدم شناسايی و يا شناسايی 

 طورهمانشود. ها بررسی میاشتباه درختان و ساختمان

مقادير شاخص  شدهاستخراجکه گفته شد، در قوانین 

کم  گاهیچه( برای گیاهان MSAVIيا  NDVIگیاهی )

(low) در برخی  حالينباا(. 9و  6ول انبوده است )جد

ساختمان شناسايی  عنوانبه اشتباهبهمناطق، گیاهان 

شود که (. با بررسی نتايج مشخص می44 اند )شکلشده

در مناطقی که سايه وجود دارد به علت عدم عملکرد 

ساختمان  عنوانبههای گیاهی، درختان مناسب شاخص

ب(. مورد  -44الف و  –44ای هاند )شکلشناسايی شده

که در  طورهماناست.  nDSMديگر مربوط به توصیفگر 

است،  مشاهدهقابل( 9و  6ول اشده )جدقوانین استخراج

nDSM گاه مقداری کمی ندارد. اما در مورد درختان هیچ

توان اند میبا بررسی برخی درختانی که شناسايی نشده

عدم توانايی  فهمید که اختلال در شناسايی به علت

nDSM  در شناسايی تمام عوارض دارای ارتفاع از سطح

ج(. اين مشکل برای  -44باشد )شکل زمین می

عدم استخراج قسمتی از يک بلوک  صورتبهها ساختمان

دهد )شکل رخ می nDSMعارضه غیرزمینی در  عنوانبه

 د(. -44

 

 

 

 

 

 
 )الف(

 
 )ب(

 
 )ج(

 
 )د(

بررسی خطاهای شناسايی درختان با توجه به قوانین  -44شکل 

 شدهاستخراج

که ديده شد، با توجه به قوانین  طورهمان
توان علت کاهش خطا در روند شناسايی می شدهاستخراج

باشد و های آموزشی میرا متوجه شد که يا از انتخاب داده
يا مربوط به ناتوانی توصیفگرها در برآورده نمودن تمام 

بیانگر رابطه  شدهاستخراجانتظارات است. همچنین قوانین 
مابین توصیفگرها جهت شناسايی عوارض مختلف 

تواند برای کاربران بسیار کارآمد ل میباشند که اين عاممی
بدست آمده برای قوانین نیز  Importanceباشد. میزان 

میزان اهمیت رابطه موجود بین توصیفگرها در قانون 
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طورکلی کاربر با کسب اطلاع دهد. بهرا نشان می ذکرشده 
تواند روند شناسايی را با دقت بیشتر و می ذکرشدهاز موارد 

 دهد.  خطای کمتر انجام

  گیرییجهنت -1

مبنا جهت استخراج قوانین -در اين مقاله روندی فازی
پذير فازی مؤثر از سیستم استنتاج نوروفازی انطباق

برای استخراج قوانین  شدهارائهپیشنهاد شد. از روند 
های لیدار و تصاوير ها و درختان از دادهشناسايی ساختمان

 42هوايی رقومی استفاده شد. به همین دلیل ابتدا 
 ،باشند مؤثررفت در شناسايی توصیفگر بالقوه که انتظار می

ینه با استفاده از بهیفگرهای توصتولید شده و سپس 
مرحله بعد، شناسايی الگوريتم ژنتیک شناسايی شدند. در 

پذير صورت با استفاده از سیستم استنتاج نوروفازی انطباق
پذيرفت. سپس با استفاده از توابع عضويت نهايی بدست 

پذير و آمده از آموزش سیستم استنتاج نوروفازی انطباق
در شناسايی استخراج  مؤثرهای آموزشی، قوانین فازی داده

 شدهاستخراجنین فازی ها نشان داد که قواشدند. بررسی
منطقی کاملاً صحیح بوده و مطابق با واقعیت  ازلحاظ

باشند و اين نشان از قدرت بالا و عملکرد مناسب می
شرطی  صورتبهباشد. قوانین فازی الگوريتم پیشنهادی می

ی راحتبهباشند و می فهمقابلآنگاه( بسیار ساده و  -)اگر 
توانند توسط کاربر مورد بررسی و تحلیل قرار گیرند. می

بودن قوانین  درکقابلدو اصل مهم درستی و  درواقع
 کامل توسط روند پیشنهادی حاصل شد.    طوربه

با در اختیار داشتن اين قوانین فازی و پی بردن به 
دانش بدست آمده توسط سیستم استنتاج نوروفازی 

اهمیت و روابط میان توصیفگرها پذير و همچنین انطباق
توان شناسايی را با دقت و صحتی بالا  انجام داد. در می

گردد، از اين روش برای استخراج قوانین ادامه توصیه می
ای و رادار بندی تصاوير ماهوارهفازی مؤثر جهت کلاسه

های متفاوت از سنسورهای مختلف با ويژگی اخذشده
 استفاده گردد.
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