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 با استفاده ازسار بندی عارضه مبنای تصاویر پلاریمتری طبقه 

 ماشین بردار پشتیبان چندگانه یهاکنندهیبندطبقه

 2یاسر مقصودی 2محمود رضا صاحبی، 1 مسعود حبیبی

 طوسي نصيرالدين خواجه صنعتي دانشگاه-بردارينقشه مهندسي دانشکده -دانشجوي کارشناسي ارشد سنجش از دور  1
masoudhabibi@kntu.com 

 طوسي نصيرالدين خواجه صنعتي دانشگاه-بردارينقشه مهندسي دانشکده - دور از سنجش ي وفتوگرامتر گروه ارياستاد 2

sahebi@kntu.com 
ymaghsoudi@kntu.ac.ir  

 

 (1314، تاريخ تصويب تير 1313)تاريخ دريافت دي 

 

 چکیده

هاي مورد استفاده طبقه بندي پوشش زمين يکي از کاربرد هاي مهم استفاده از داده هاي سنجش از دوري است. از ميان تصاوير و داده

ويژگي هاي زياد و متنوع ميتوانند براي طبقه بندي گزينه مناسبي در اين مورد، داده هاي پلاريمتري راداري به خاطر امکان استخراج 

باشند. در اين مقاله يک روش عارضه مبنا براي طبقه بندي مناطق شهري با استفاده از داده هاي پلاريمتري راداري به صورت تلفيق نتايج 

اي رسيدن به دقت مناسب طبقه بندي از مجموعه بر  گردد. در اين تحقيقو قطعات تصويري ارائه مي SVMپيکسل مبناي طبقه بندي 

استفاده شده است. براي  نيل به اين  SVMويژگي هاي بهينه استفاده  شده است. بدين منظور، از روش طبقه بندي کننده هاي چندگانه 

جهت انتخاب ويژگي به صورت کلاس مبنا و همچنين انتخاب ويژگي به صورت تصادفي  ,SVMهدف، معيار دقت کلاس در طبقه بندي 

مورد استفاده قرار گرفته شده است. در تصاوير پلاريمتري به خاطر نويز ضربه اي، گاها نتايج طبقه بندي پيکسل مبنا ممکن است راضي 

يا قطعات تصويري استفاده شده است.  بطور کلي روش ارائه شده  کننده نباشد. لذا در اين تحقيق از ويژگي هاي مربوط به فضاي تصوير

سه گام اصلي دارد: انتخاب ويژگي , طبقه بندي پيکسل مبنا و تلفيق نتايج پيکسل مبنا و قطعات تصويري. بهبود دقت طبقه بندي بعنوان 

نسبت به نتايج پيکسل مبناي طبقه  % 70/17شده دستاورد مهم اين تحقيق معرفي شده اند.  نتايج نشان ميدهد که دقت کلي روش ارائه 

 .( بهبود داشته است % 11/83) SVMبندي کننده هاي چندگانه 

 پلاريمتري , عارضه مبنا ,انتخاب ويژگي , کلاس مبنا تصويرطبقه بندي کننده چندگانه , واژگان کلیدی:

                                                           
  نويسنده رابط 
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 مقدمه -1

 1روزنه ي مصنوعيداده هاي پلاريمتري با  کار  مبناي

بر اساس دريافت داده از سطح زمين با استفاده از ارسال 

قائم و افقي و دريافت ان  با قطبش الکترومغناطيس امواج

ي شناسايي کلاس ميباشد. اين نوع داده به کاربر اجازه

 3ضرايب بازپراکنش 2مختلف را با آناليز چند قطبيهاي 

هاي پلاريمتري به عنوان ميدهد .از آنجايي که سنجنده

جزئي از سيستم هاي راداري امکان اخذ داده در شب و 

روز و در همه ي شرايط آب و هوايي را داراست، لذا عملا 

-ايجاد نميمحدوديتي اساسي در اخذ داده شرايط جوي 

 . کند

دي تصاوير يکي از روش هاي مهم در تفسير طبقه بن

تصاوير راداري سنجش از دور ميباشد که در شناسايي 

هاي مربوط به پيکسل هاي تصوير کاربرد دارد. طبقه کلاس

و يا طبقه بندي کننده هاي  4بندي کننده هاي مجموع

تکنيک هايي در طبقه بندي تصاوير سنجش از  5چندگانه

طبقه بندي کننده هاي  1دوري هستند که با تلفيق

ي پيکسل مختلف و مستقل براي رسيدن به يک نتيجه

ي طبقه بندي در مبنا ميتوانند به بهبودي در نتيجه

مقايسه با طبقه بندي کننده هاي تک برسند. روشهاي 

مختلفي براي ساختن طبقه بندي کننده هاي چندگانه 

 موارد زير ميباشند: وجود دارند. اين روشها شامل

و  bagging [1]ح داده هاي اموزشي )مثل اصلا

boosting  [2]) [3]   و دستکاري ويژگي هاي ورودي

( , دستکاري [4])تقسيم فضاي به چند زيرفضاي مجزا  

کلاس هاي خروجي )مانند تبديل مسئله چند کلاسه به 

چند مسئله دو کلاسه(. بعد از ساخت يک طبقه بندي 

کننده ي چندگانه يک روش براي تلفيق و يا ترکيب نتايج 

طبقه بندي کننده ها ايجاد ميشود. روشهاي مختلفي براي 

ات معرفي و اجرا شده است. براي مثال راي تلفيق در مقال

, جمع [1], منطق فازي D-S [5]اکثريت , تئوري شواهد 

کيب شبکه عصبي مصنوعي و طبقه وزن دار و همچنين تر

 .بندي کننده هاي سلسله مراتبي

                                                           
 1 Synthetic Aperture Radar Polarimetry 
 2 multi-polarization 

 3 backscattering coefficients 
 4 Ensemble classifier 
 5 Multi-classifier 

 6 fusion 

يک روش  )CBFS0(انتخاب ويژگي کلاس مبنا 

انتخاب ويژگي است که براي هر کلاس به صورت جداگانه 

اين ويژگي ها  جدا ميکند کهدر ابتدا ويژگي هايي را 

را بهتر از کلاس هاي ديگر تفکيک  مورد نظر  کلاس

 دسته هاي ويژگيبه تعداد کلاسهاي مورد نظر  .در کلکند

. ما از اين روش براي انتخاب داريمبراي طبقه بندي کننده 

ي پيکسل مبنا استفاده بندي کنندهويژگي در طبقه

 ميکنيم. 

طبقه بندي تصاوير پلاريمتريک راداري را ميتوان در 

  1و قطعه مبنا   [8]،[0]  8دو دسته ي کلي, پيکسل مبنا

تقسيم بندي کرد.طبقه بندي پيکسل مبنا به  [17]و  [1]

صورت کلي خوب اجرا ميشود و نتايج مفيدي دارد ولي در 

اين دسته از نتايج  17تصاوير راداري به خاطر وجود اسپکل

روشهاي طبقه بندي تحت تاثير قرار ميگيرند و گاها نتايج 

آيد. براي مقابله با اين مورد انتظار بدست نميمناسب و 

 مشکل روشهاي قطعه مبنا يا عارضه مبنا روي تصاوير

راداري اجرا شده اند. در اين روشها طبقه بندي در سطح 

تصويري متناظر با انجام ميگيرد.  عارضه هاي  11عارضه

موجوديت هايي از جهان واقعي هستند که در تصوير به 

صورت چند پيکسل کنار هم و با بعضي ويژگي هاي مشابه 

. ميتوان از قطعات تصويري که خروجي [11]ظاهر ميشوند

روشهاي مختلف قطعه بندي هستند به عنوان عارضه هاي 

تصويري استفاده کرد. در سال هاي اخير روشهاي مختلف 

عارضه مبنايي براي طبقه بندي تصاوير راداري معرفي و 

 .[15],[14], [13], [12]اجرا شده اند 

در روشهاي معمولي طبقه بندي شي گرا معمولا از ميانگين 

ويژگي هاي پيکسل هاي يک عارضه به عنوان ويژگي عارضه 

روشي  [14]تحقيق در طبقه بندي استفاده ميشود اما در 

اين تحقيق از . در براي طبقه بندي شي گرا ارائه شد جديد

تلفيق نتايج طبقه بندي پيکسل مبنا و قطعات تصويري براي 

پلاريمتري "طبقه بندي استفاده شده است. اين روش تلفيق 

نام گرفته شده است . روش شناخته شده اي با نام  "12مکاني

در تصاوير هايپراسپکترال مشابه با اين  "13طيفي مکاني"روش 

 .  [10],[11]ه استروش تلفيق قبلا به خوبي اجرا شد

                                                           
 7 Class base feature selection 

 8 Pixel-base 
 9 Segment-base 

 11 speckle 

 11 Object level 
12 Polarimetric spatial 

Spectral spatial 13 
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روشي نوين بر اساس روش ذکر  پيش رو در تحقيق

تصاوير پلاريمتري اجرا ميشود و نتايج  براي ([14]) شده

پيکسل مبناي طبقه بندي کننده هاي چندگانه را با 

قطعات تصويري تلفيق ميکنيم. در روش پيشنهادي تمام 

پيکسل هاي يک قطعه به کلاسي منتسب ميشنوند که 

بيشترين حضور ان کلاس در نتيجه ي پيکسل مبنا را 

قه بندي کننده داشته باشد. در اينجا بعد از ساخت طب

چندگانه پيکسل مبنا با سه روش مختلف قطعات  هاي

تصويري را برچسب ميزنيم و به عنوان نتايج عارضه مبنا 

ارائه ميکنيم: در روش اول ابتدا طبقه بندي کننده هاي 

تک را با هم تلفيق ميکنيم، پيکسل هاي يک قطعه 

تصويري به کلاسي تعلق ميگيرد که ان کلاس در نتيجه ي 

يکسل مبناي طبقه بندي کننده ي چندگانه تلفيق شده پ

بيشترين حضور را داشته باشند. روش دوم مشابه روش 

اول است با اين تفاوت که قبل از تلفيق طبقه بندي کننده 

هاي تک با هم , اين نتايج با قطعات تصويري تلفيق 

ميشوند. در روش دوم تمام پيکسل هاي يک قطعه 

ميگيرد که بيشترين حضور را در  تصويري به کلاسي تعلق

تمام طبقه بندي کننده هاي تک دارد. در روش سوم به 

که در دو روش بالا به کار رفت از جمع  1جاي راي اکثريت

3با وزن احتمال طبقه بندي  2وزن دار
SVM  براي هر

 کلاس براي برچسب زني هر قطعه استفاده ميشود. 

 هامواد و روش -2

 استفاده مورد داده -2-1

ين تحقيق تصوير پلاريمتريک مورد استفاده در ا يداده

راداري از شهر سانفرانسيسکو است که با سنجنده ي 

 در چهار قطبش کامل به صورت تک منظر در 2-رادارست

داده در مد  ينمورد استفاده قرار گرفته است. ا Cباند 

FQ9 تا  يکمتر در برد نزد1/11 4يجانب يکبا قدرت تفک

اخذ شد است. براي اين تحقيق از متر در برد دور  5/17

ستون  1710سطر و  1113يک بخش از تصوير با ابعاد 

استفاده شده است. تصويرشامل  منطقه اي شهري است 

که داراي کلاس هاي اصلي آب , گياه , ساختمان و راه 

                                                           
1 Majority voting 

2 weighted summation 
3 Support vector machine 

4 range resolution 

از داده  ي  pauliترکيب رنگي   1. شکل [18]باشدمي

 مورد نظر را نشان ميدهد.

 
 از داده ي مورد استفاده در اين تحقيق Pauli RGBتصوير  -1شکل 

 پیشنهادی روش -2-2

براي حالت  شده ارائه الگوريتم فلوچارت 2 شکل

 .ميدهد نشان استفاده از انتخاب ويژگي کلاس مبنا را

در ادامه الگوريتم ارائه شده در شش گام اصلي معرفي 

 ميگردد:

 پردازش پیش

از تصوير اصلي ماتريس کوهرنسي استخراج شده است 

و در مرحله ي بعد با استفاده از اين ماتريس ويژگي ها ي 

مورد نياز براي طبقه بندي استخراج ميشود. براي کاهش 

پيکسل  5با ابعاد پنجره ي  Refined leeنويز يک فيلتر 

به دليل به کار رفته است.  5همدوسبراي ويژگي هاي 

معرفي شده براي توسعه ي مدل طبقه بندي اينکه روش 

است اين روش روي تصوير تک منظر انجام شده است و 

انجام شده  rangeکليه ي عمليات تصويري روي فضاي 

است و همچنين عدم دسترسي به داده هاي  زميني 

عمليات ژتورفرنسينگ انجام نشده است. ميتوان بعد از 

ژئورفرنسينگ روي طبقه بندي پاياني تصوير عمليات 

 تصوير طبقه بندي شده انجام شود.

                                                           
5 coherence 
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 فلوچارت الگوريتم روش ارائه شده براي انتخاب ويژگي کلاس مبنا -2شکل 

 یژگیو استخراج

 و يکوهرنس سيماتر از استفاده با مرحله نيا در

 استخراج يمتريپلار يها يژگيو بازپراکنش سيماتر

 به  ناهمدوس و همدوس يها يژگيو 1 جدول. ميکنيم

  :دهديم نشان را گام نيا در شده گرفته کار

 استفاده شده در اين تحقيقويژگي هاي پلاريمتريک  -1جدول 

Features Symbols 

Number 

of 

features 

Coherency matrix elements T 9 

Covariance matrix elements C 9 

Freeman 3 component 

decomposition 
Free 3 

H/ A/ Alpha HAA 9 

Huynen decomposition JRH 9 

Neuman 2 component 

decomposition 
NEU 3 

Barnes 1 decomposition RMB1 9 

Cloude decomposition SRC 9 

Van Zyl 3 component 

decomposition 
VZ3 3 

Holm 2 decomposition WAH 9 

Yamaguchi 4 component 

decomposition 
YAM 4 

Krogager decomposition KROG 3 

Cameron decomposition CAM 1 

اين ويژگي ها شامل ويژگي هايي هستند که مستقيما 

از خود داده ي اصلي استخراج شده اند. ويژگي هاي 

از  Krogager 1همدوس مانند خروجي تجزيه تارگت

ماتريس بازپراکنش استخراج شده اند ولي ويژگي هاي 

از  Freemanناهمدوس مانند خروجي تجزيه تارگت 

 اده ميکنند. ماتريس کواريانس يا کوهرنسي استف

مبنا و انتخاب ویژگی  کلاس روش به ویژگی انتخاب

 به صورت تصادفی

يک روش براي انتخاب از مجموعه اي  2انتخاب ويژگي

از ويژگي هاي مرتبط از فضاي ويژگي براي ساختن مدل 

 .[11] است

نشان ميدهد که با افزايش تدريجي تعداد  3اثر هيوز

در  باندهاي طيفي بعد از رسيدن به تعداد معيني باند

طبقه دقت با افت  صورت ثابت بودن داده هاي اموزشي

بندي همراه هستيم و اين بر اهميت انتخاب ويژگي تاکيد 

ها در ميکند و نشان ميدهد که استفاده از همه ي ويژگي 

طبقه بندي نسبت به استفاده از ويژگي هاي بهينه باعث 

 کاهش دقت کلي طبقه بندي ميشود.

انتخاب ويژگي به روش کلاس مبنا يک روش انتخاب 

هاي بندي کنندهويژگي است که براي ساخت طبقه

با  تصاوير پلاريمتريچندگانه انجام ميشود و اجراي ان در 

 .[11]ا نشان داده استدقت خوبي ر لاريمتريپ داده هاي

در اين روش به جاي انتخاب ويژگي براي همه ي کلاس ها 

به صورت همزمان , براي هر کلاس به صورت جداگانه ويژگي 

                                                           
1 Target decomposition 
2 Feature selection 

3 Hughes 
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ل اجرا ميشود و انتخاب ميکند. در ابتدا روش روي کلاس او

ويژگي هايي که براي تفکيک کلاس اول از بقيه ي کلاس ها 

مناسب تر است انتخاب ميشود. سپس به سراغ کلاس دوم ميرود 

و ويژگي هاي مرتبط با ان را انتخاب ميکند و اين کار براي همه 

. انتخاب ويژگي به روش ترتيبي [27]ي کلاس ها انجام ميشود

SFFSشناور رو به جلو )
ستجو در انتخاب ( به عنوان تابع ج1

ويژگي استفاده شده و براي معيار يا تابع هدف انتخاب ويژگي از 

استفاده شده است. اين  SVMمعيار دقت کلاس در طبقه بندي 

است و در پايان  SVMمعيار بر اساس طبقه بندي کننده ي 

اجرا ميشود. طبقه  SVMروي هر دسته ويژگي يک طبقه بندي 

کننده اي است که يک ابر  طبقه بندي SVMبندي کننده ي 

ا کردن دو کلاس با صفحه خطي در فضاي طيفه بالاتر براي جد

 پيدا ميکند.  margin یفاصلهبيشترين 

براي حالت کلاس مبنا از دقت کلاس در طبقه بندي به 

 به اين صورت که, فاده شده استعنوان معيار انتخاب ويژگي است

ها , ويژگي هاي مرتبط با هر بدون دستکاري برچسب کلاس

کلاس را استخراج ميکنيم. همچنين در اين تحقيق از انتخاب 

ويژگي به صورت تصادفي براي هر طبقه بندي کننده در يک 

و  Waskeطبقه بندي کننده ي چند گانه استفاده شده است. 

نشان دادند که در طبقه بندي تصاوير  [21]همکاران در 

هايپراسپکترال با طبقه بندي کننده هاي چندگانه ي ماشين 

تصادفي ايجاد شده اند ميتوان  بردار پشتيبان که با انتخاب ويژگي

 طبقه کننده ي تک رسيد. نسبت بهبه دقت بالاتري 

در اين تحقيق براي بدست آوردن تعداد طبقه بندي کننده هاي 

راي توليد طبقه بندي کننده ي مجموع با انتخاب ويژگي بهينه ب

تصادفي و تعداد ويژگي هاي بهينه در هر طبقه بندي کننده , از 

درصد( و تعداد مختلفي  17تا  4درصدهاي مختلفي از ويژگي ها )از 

 ( استفاده شده است.57و  25,  17طبقه بندي کننده )

 یرپلاریمتریقطعه بندی تصو

ي تصوير را به مناطق همگن تقسيم قطعه بندي , فضا

ميکند. دو ناحيه ي همسايه در تصوير به دو قطعه ي مجزا 

تقسيم ميشوند اگر رفتار پلاريمتري مختلفي داشته باشند. 

FNEAروش مولتي رزولوشن )
( روشي است که در اين 2

 ecognationقسمت به کار رفته و ما با استفاده از نرم افزار 

ست که با يک 3آنرا اجرا ميکنيم. اين روشي پايين به بالا

                                                           
1 Sequential floating forward  feature selection 

Fractal Net Evolution Approach 2 
3 Bottom-up 

رضه شروع به کار ميکند و به صورت اپيکسل به عنوان ع

, عارضه هاي همسايه را  4تکراري طبق يک معيار همگني

تلفيق ميکند و اين کار تا رسيدن به يک عارضه ي معني دار 

عيار ادامه پيدا ميکند. معيار از دو بخش تشکيل شده است: م

همگني ويژگي پلاريمتري و معيار شکل. معيار شکل خود از 

 تشکيل شده است: 1و معيار فشردگي 5دو قسمت معيار نرمي

به ترتيب وزن ويژگي   sω و   aω ,  shapeω   ,cω که

همگني تصوير , وزن همگني شکل , وزن نرمي و وزن 

همگني نرمي و همگني  ch و  shفشردگي هستند. 

 فاکتور همگني کلي است. fفشردگي هستند  و 

براي قطعه بندي تصوير پلاريمتري معمولا از ويژگي هاي 

Pauli  و ياFreeman  [22], [14] در مطالعات استفاده ميشود. 

 بردار ماشین مبنا کلاس مجموع ی کننده بندی طبقه

 پشتیبان

-نشان داده است که در طبقه SVMطبقه بندي کننده ي 

 . [23],[18] ,[15]بندي تصاوير پلاريمتري اجراي خوبي دارد 

به صورت شعاعي در اين تحقيق  SVMکرنل به کار رفته براي 

در اين حالت که  SVMاست و پارامترهاي  )RBF0(گاووسي 

ميباشد براي هر بار اجراي (g) و شعاع کرنل  (c)ضريب پنالتي 

SVM  در يک فضاي  8استفاده از يک جستجوي شبکه ايبا

محدود , پارامتر هاي بهينه ي ان بدست امده و مورد استفاده 

در اين قسمت ما روي هر دسته ويژگي که در  قرار گرفته است.

اجرا  SVMمراحل قبل ايجاد کرديم يک طبقه بندي کننده ي 

چهار ميکنيم. براي هر روش چهار طبقه بندي کننده به تعداد 

کلاس تصويري داريم.  هر طبقه بندي کننده دو سري خروجي 

دارد: يکي برچسب کلاس براي هر پيکسل و ديگري احتمال 

 براي هر کلاس. SVM1 خروجي

ما با اين نتايج به دو صورت مختلف برخورد ميکنيم. در راه اول 

اين چهار طبقه بندي کننده را به صورت سخت )راي اکثريت( و 

ع احتمالات( با هم تلفيق ميکنيم و از اين نتايج پيکسل يا نرم )جم

مبناي توليد شده در گام بعدي استفاده ميکنيم. در راه دوم قبل از 

                                                           
4 This homogeneity criterion 
5 smoothness heterogeneity 

6 compactness heterogeneity 
 7 Radial basis function 
 8 Grid search 

 9 SVM probability 

(1)  )shs+ ωchc(ωshape+ ωaha=ωf 
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اين که اين نتايج تلفيق شوند مستقيما از اين نتايج براي استفاده 

 در گام بعدي که تلفيق با قطعات است استفاده ميکنيم.

تلفيق چهار طبقه بندي کننده به صورت سخت به اين 

صورت است که پيکسل به کلاسي تعلق ميگيرد که بيشترين 

حضور را در چهار طبقه بندي کننده داشته باشد و در تلفيق 

نرم پيکسل به کلاسي تعلق ميگيرد که بيشترين احتمال 

 .را در چهار طبقه بندي کننده داشته باشد SVMخروجي 

 قطعات با مبنا کلاس مجموع های کننده قهطب تلفیق

 تصویری

در اينجا با چند روش کلاس پيکسل هاي قطعاتي که 

 در مرجله ي قطعه بندي توليد کرديم را تعيين ميکنيم. 

در اينجا قطعات تصويري و نتايج پيکسل مبناي مرحله ي 

قبل با سه روش مختلف تلفيق ميشوند: در روش اول از نتيجه ي 

چهار طبقه بندي کننده به صورت نرم و يا سخت به عنوان تلفيق 

پيکسل مبنا استفاده ميکنيم. هر قطعه به کلاسي تعلق ميگيرد که 

بيشترين حضور را در نتيجه ي پيکسل مبناي تلفيق شده داشته 

 باشد. اين روش به نوعي داي اکثريت درون هر قطعه است.

قبل در روش دوم برچسب طبقه بندي کننده هاي تک 

از تلفيق با هم به عنوان نتيجه ي پيکسل مبنا استفاده 

ميشود. هر قطعه به کلاسي تعلق ميگيرد که بيشترين 

 حضور را در چهار طبقه بندي کننده ي تک داشته باشد.

در روش سوم از احتمال خروجي طبقه بندي کننده 

هاي تک قبل از تلفيق استفاده ميشود. هر قطعه به کلاسي 

د که بيشترين احتمال خروجي را در تمام طبقه تعلق ميگير

 بندي کننده هاي تک قبل از تلفيقشان داشته باشد.

   نتایج عملی و بحث -3

پس از فيلترينگ و استخراج ويژگي ها، فرآيند انتخاب 

ويژگي روي ويژگي هاي استخراج شده با روش کلاس مبنا 

ويژگي در اجرا شد. دقت کلاس به عنوان معياري در انتخاب 

اين مرحله به کار گرفته شد. در اين بخش براي يافتن تعداد 

ويژگي هاي مناسب براي هر طبقه بندي کننده در طبقه 

بندي مجموع انتخاب ويژگي با تعداد مختلف ويژگي انجام 

ي مجموع بدست شد و نتايج دقت کلي طبقه بندي کننده

 ب نمايش داده شده است. 3الف و  3امد که در شکل 

 در هر سه روش انتخاب ويژگي با جانشاني انجام شده

. به اين معني که ويژگي هاي استفاده شده در يک است

طبقه بندي کننده مرتبط با يک کلاس ميتوانند در طبقه 

 بندي کننده هاي ديگر نيز انتخاب شوند. 

با توجه به دقت هاي نشان داده شده در شکل براي حالت 

ويژگي براي هر طبقه  12ي کلاس مبنا، استفاده از انتخاب ويژگ

بندي کننده انتخاب شده است. همچنين نتايج نشان ميدهد 

درصد  17که براي حالت انتخاب ويژگي تصادفي استفاده از 

ويژگي ها در هر طبقه بندي کننده مناسب تر است و همچنين 

با افزايش تعداد طبقه بندي کننده ها دقت کلي افزايش مي 

 17د محسوس نيست. در ادامه براي اين حالت از يابد ولي زيا

درصد ويژگي ها استفاده کرديم. شکل  17طبقه بندي کننده و 

ب دقت طبقه بندي طبقه بندي کننده ي چندگانه با  3

 استفاده از انتخاب ويژگي تصادفي را نشان ميدهد.

دقت کلي طبقه بندي در نتايج پيکسل مبناي استفاده 

در تلفيق سخت   %83,11از انتخاب ويژگي کلاس مبنا 

در طبقه بندي نرم  %83,11طبقه بندي کننده ها و 

بهترين نتيجه ي طبقه بندي  4بدست امده است . شکل 

دو روش انتخاب از پيکسل مبناي مجموع با استفاده 

ويژگي يعني کلاس مبنا و انتخاب ويژگي تصادفي را نشان 

 ميدهد.

 

 

  

 ج ب   الف

 SVMج ( طبقه بندي کننده ي تک  دقت کلاس ب( طبقه بندي کننده ي چندگانه با انتخاب ويژگي تصادفي دقت کلي طبقه بندي الف( کلاس مبنا بامعيار -3شکل 
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 ب الف

ي ( ب( نتيجه%83,11ويژگي )دقت کلي  12الف( نتيجه ي طبقه بندي پيکسل مبنا با استفاده از دقت کلاس به عنوان معيار انتخاب ويژگي با  -4شکل 

 (% 84,44)دقت کلي  انتخاب ويژگي تصادفيطبقه بندي پيکسل مبنا با استفاده از 

مطالعه براي ضريب همگني براي قطعه بندي در اين 

در نظر گرفته شده است و براي ضريب  7,1شکل مقدار 

را درنظر گرفته شده . قطعه بندي  7,1و  7,1و  7,4فشردگي 

انجام گرفته  17با فاصله هاي  177تا  27در مقياس هاي 

 است.

همان طور که ذکر شد نتايج طبقه بندي پيکسل مبنا با اين  

نتايج دقت کلي طبقه بندي را  5شکل  قطعات تصويري تلفيق شد.

نشان ميدهد. روش اول که تلفيق قطعات با براي روش اول تلفيق 

ي تلفيق طبقه بندي کنندهاي چندگانه پيکسل مبنا به نتيجه

صورت سخت و نرم است  روي تمام مقياس هاي قطعات تصويري 

اجرا شده است.اين روش معادل راي گيري اکثريت درون هر قطعه 

ي چندگانه)ي تلفيق بندي کنندههاي طبقهازاي کلاس پيکسلبه 

 شده( براي برچسب زني قطعات است.

  
 ب الف

  
 د ج

ه صورت کلاس دقت کلي طبقه بندي  روش طبقه بندي کننده ي مجموع عارضه مبنا الف(تلفيق قطعات با طبقه بندي کننده هاي پيکسل مبنا که ب -5شکل 

گي انتخاب ويژمبنا با استفاده از انتخاب ويژگي شده و به صورت سخت با هم  تلفيق شده اند  ب( تلفيق قطعات با طبقه بندي کننده هاي پيکسل  مبنا

انتخاب ويژگي شده و به  ه صورت کلاس مبناو به صورت سخت با هم  تلفيق شده اند ج( تلفيق قطعات با طبقه بندي کننده هاي پيکسل مبنا که ب تصادفي

 با هم  تلفيق شده اند و به صورت نرم انتخاب ويژگي تصادفيمبنا با استفاده از اند د( تلفيق قطعات با طبقه بندي کننده هاي  صورت نرم با هم تلفيق شده
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نتايج روش دوم که در ان  قطعات تصويري با برچسب 

طبقه بندي کننده هاي تلفيق نشده ترکيب ميشوند در 

. اين روش معادل با راي گيري ورده شده استآ 1شکل 

رون هر قطعه به ازاي همه ي طبقه داکثريت هر کلاس 

  ها )ي تلفيق نشده( است.بندي کننده 

  
 ب الف

دقت کلي طبقه بندي مجموع عارضه مبنا با راي گيري اکثريت درون قطعات به ازاي طبقه بندي کننده هاي پيکسل مبنا با الف( استفاده  -1شکل 

 انتخاب ويژگي کلاس مبنا  ب( با استفاده از انتخاب ويژگي تصادفي

  
 يبرا احتمالات جمعن يشتريب از که سوم روش جينتا

 نشان 0 شکل در شوديم استفاده قطعات به کلاس انتساب

اين روش با استفاده از طبقه بندي کننده .است شده داده

  هاي چندگانه تلفيق نشده انجام گرفته است.

  
 ب الف

دقت کلي طبقه بندي طبقه بندي کننده ي مجموع عارضه مبنا با جمع احتمالات درون قطعات در حالت الف( استفاده از انتخاب ويژگي کلاس  -0شکل 

 مبنا  ب( استفاده از انتخاب ويژگي تصادفي

در قطعه  7,4هنگامي که از قطعات با ضريب فشردگي 

کرديم دقت کلي روش عارضه مبنا عمدتا از بندي استفاده 

روش پيکسل مبنا هم کمتر ميشد . قطعات با ضريب 

بهترين نتايج را  7,1نتيجه ي بهتر داشتند و  7,1فشردگي 

ميداد. بهترين دقت  نشان بر اساس دقت کلي طبقه بندي

زماني بدست امد که طبقه بندي کننده هاي پيکسل مبنا با 

روش نرم با هم تلفيق شده بودند و نتيجه ي ان با قطعات 

-با روش اول يا همان راي اکثريت درون قطعه تلفيق مي

شدند. اين نتيجه مربوط به زماني بود که از دقت کلاس 

 %17,70و دقت کلي براي انتخاب ويژگي استفاده شده بود 

افزايش نسبت به نتيجه ي پيکسل  %1,41نشان دهنده ي 

مبناي تلفيق شده است. بهترين دقت کلي روش عارضه مبنا 

و با  %80,05هنگام استفاده از انتخاب ويژگي تصادفي 

 ي چند گانهنسبت به نتيجه پيکس مبنا %3,31افزايش 

بناي بهترين نتايج طبقه بندي عارضه م 8ميباشد. شکل 

مجموع را در هر دو حالت استفاده از انتخاب ويژگي کلاس 

مبنا و انتخاب ويژگي تصادفي را نشان ميدهد. با مقايسه ي 

بصري اين دو شکل ميتوان ديد که در حالت استفاده از 
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انتخاب ويژگي کلاس مبنا طبقه بندي همگن تري مشاهده 

 ميشود. درون منطقه ي شهري و کلاس ساختمان در طبقه

بندي با انتخاب ويژگي تصادفي قطعات کوچک جدا افتاده 

از کلاس راه مشاهده ميشود. در  حالت انتخاب ويژگي 

کلاس مبنا با مشاهده ي کلاس گياه ميتوان به خوبي ديد 

که اين مناطق به صورت همگن و مناسب طبقه بندي شده 

اند ولي در حالت انتخاب ويژگي تصادفي همانند کلاس 

 طعات جدا افتاده ي کلاس راه ديده ميشوند. ساختمان, ق

 
 الف

 
 ب

بهترين نتايج طبقه بندي عارضه مبنا با طبقه بندي کلاس  -8شکل 

استفاده  با الف( معيار دقت کلاس  در انتخاب ويژگيمبنا با  الف ( 

ب( با استفاده از  (%17,70)دقت کلي انتخاب ويژگي کلاس مبنا

 (%80,05انتخاب ويژگي تصادفي )دقت کلي 

براي کلاس راه در حالت استفاده از انتخاب ويژگي 

کلاس مبنا راه هاي اصلي به خوبي تشخيص داده شده اند 

ولي برخي جزييات راههاي کوچکتر از بين رفته اند و در 

شکل راست اين راهها به صورت قطعات جداافتاده نمايش 

شده اند. کلاس اب در هر دو روش به خوبي براي  داده

دريا تفکيک شده و در حالت کلاس مبنا تمام درياچه هاي 

 کوچک در تصوير نيز به خوبي مشخص شده اند.

در اين قسمت به صورت مختصر دقت کلاس هاي 

طبقه بندي کننده ي مجموع عارضه مبنا مقايسه و بررسي 

ي روشهاي همه شده اند.دقت کلاس مربوط به تقريبا

عارضه مبناي بکار رفته در اين تحقيق نسبت به مقياس 

قطعه بندي رفتاري مشابه دارند. کلاس اب در طبقه بندي 

و  37کننده ي مجموع عارضه مبنا در مقياس قطعه بندي 

به بيشترين دقت خود ميرسند و اين دقت در  57و  47

  7,1اتفاق مي افتد. ضريب فشردگي  7,1ضريب فشردگي 

بهترين ضريب براي طبقه بندي کلاس گياه ميباشد. در 

کلاس گياه  7,1و در ضريب   17و  57و  47مقياس هاي 

به بهترين دقت ميرسد و در مقياس هاي پايين تر ضريب 

هم ميتواند به دقت مشابه برسد. کلاس ساختمان در  7,4

به  7,1و در ضريب  177و  17و  87و  07مقياس هاي 

بالاترين  57و  47در  7,1ميرسد ولي ضريب بالاترين دقت 

دقت اين کلاس را دربين ضرايب دارد. بهترين دقت هاي 

کلاس راه در ضرايب فشردگي بالا  و در مقياس هاي پايين 

اتفاق مي افتد. در کل دقت کلي طبقه بندي در مقياس 

 اتفاق افتاده است. 7,1و در ضريب  57و  47هاي 

 به توجه با مبنا عارضه مختلف نتايج ي مقايسه براي

 هاي کلاس گفت ميتوان بندي قطعه مختلف هاي مقياس

 دقت بيشترين به مختلف هاي مقياس در تصويري مختلف

 در مجموع ي کننده بندي طبقه ولي ميرسند ممکن

 کلي دقت نظر از ممکن حالت بهترين متوسط هاي مقياس

 ضريب شهري عوارض خاص شکل به توجه با. ميرسد

 طبقه بالاتر کلي دقت به منجر نتايج در بيشتر فشردگي

 روش درکل. ميشود عارضه مبنا مجموع ي کننده بندي

 پيکسل روش به نسبت مجموع مبناي عارضه بندي طبقه

 .کرد عمل بهتر داري معني صورت به مجموع مبناي

روش طبقه بندي چندگانه که با انتخاب ويژگي 

مقاله براي مقايسه روي تصادفي ايجاد شده , در اين 

تصوير اجرا شده است. نتايج پيکسل مبناي ان راضي 

کننده و نسبت به نتيجه ي کلاس مبنا نتيجه اي مشابه و 

از لحاظ دقت کلي اندکي بهتر ميباشد. بعد از تلفيق 

ي طبقه بندي کننده ي پيکسل مبنا با قطعات نتيجه

دقت  ( بهبود داشت ولي%3,31تصويري دقت کلي اندکي )
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کلي ان نسبت به روش کلاس مبنا پايين تر ميباشد. با 

 8مقايسه ي نقشه ي خروجي هر دو روش در شکل 

ميبينيم که خروجي روش انتخاب ويژگي تصادفي اندکي 

نويزي است و اين نشان ميدهد که انتخاب ويژگي کلاس 

مبنا که به صورت هدف دار در هر طبقه بندي کننده 

خاصي را انتخاب ميکند به  ويژگي هاي مناسب کلاس

 صورت معني داري بهتر اجرا ميشود.

بهترين نتايج هر روش طبقه بندي را با توجه  2جدول 

 به دقت کلي و ضريب کاپا نشان ميدهد.

 مقايسه ي روشهاي طبقه بندي اجرا شده از لحاظ دقت کلي -2جدول 

دقت کلي  روش طبقه بندي
 )درصد(

 ضريب کاپا

پيکسل  SVMطبقه بندي کننده ي 
 ويژگي( 17) مبنا

87,41 7,0100 

طبقه بندي کننده ي پيکسل مبنا 
 17)  چندگانه با انتخاب ويژگي تصادفي

درصد ويژگي هاي کل در هر طبقه بندي 
 (نرمو تلفيق قطعات به صورت  کننده

84,44 7,0125 

طبقه بندي کننده ي پيکسل مبنا 
چندگانه با انتخاب ويژگي کلاس مبنا 

 ويژگي در هر طبقه بندي کننده 12)
  (نرمو تلفيق قطعات به صورت 

83,11 7,0811 

طبقه بندي کننده ي عارضه مبنا چندگانه 
 با انتخاب ويژگي تصادفي

درصد ويژگي هاي کل در هر طبقه  17)
 (و تلفيق قطعات به صورت نرم بندي کننده

80,05 7,8318 

طبقه بندي کننده ي عارضه مبنا چندگانه 
ويژگي در  11)با انتخاب ويژگي کلاس مبنا

و تلفيق قطعات به  هر طبقه بندي کننده
 (صورت سخت

17,70 7,8101 

 نتیجه گیری -4

هدف از اين تحقيق ارائه ي يک روش عارضه مبنا براي 

پلاريمتريک ميباشد. روش اجرا شده در طبقه بندي تصاوير 

منطقه ي شهري با در نظر گرفتن چهارکلاس تصويري اجرا 

شده است. براي طبقه بندي قطعات تصويري با نتايج طبقه 

 بندي پيکسل مبنا به صورت نرم و سخت تلفيق شد.
همچنين در اين مطالعه از روش کلاس مبنا براي 

ده ي مجموع انتخاب ويژگي و ساخت طبقه بندي کنن

 استفاده شده است.

همان طور که انتظار ميرفت دقت کلي طبقه بندي کننده 

ي مجموع پيکسل مبنا از دقت کلي طبقه بندي کننده ي 

در اين تحقيق بيشتر شد. همينطور  SVMتک بر مبناي 

دقت کلي روش عارضه مبنا در مقياس هاي بهينه از دقت 

 بنا بيشتر شد.کلي طبقه بندي کننده ي مجموع پيکسل م

براي اجراي طبقه بندي کننده پيکسل مبنا از راي گيري 

نرم و سخت درون قطعات استفاده شد. دقت کلي راي گيري 

 سخت يا همان راي اکثريت در اين مورد بيشتر بود.

و در  177تا  27قطعات استفاده شده در مقياس هاي 

توليد شد. به خاطر  7,1و  7,1,  7,4ضرايب فشردگي 

دگي عارضه ها در مناطق شهري قطعه بندي تصوير کشي

در ضرايب فشردگي بالاتر منجر به دقت طبقه بندي عارضه 

و در  57مبناي بالاتر ميشود. بالاترين دقت در مقياس 

بدست امد. خروجي طبقه بندي در حالت  7,1ضريب 

عارضه مبنا برخلاف نتيجه ي پيکسل مبنا که نويزي بود 

 .کاملا همگن بدست امد
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