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با  رادار با روزنه مصنوعیپلاریمتری  هایداده مبنایدانش بندیطبقه

 Support Vector Machine-Decision Tree (SVM-DT)استفاده از روش 
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 (1394 خردادب يخ تصوي، تار1393 آذرافت يخ دري)تار

 

 دهیچک

برمبناي  يهاروش( 2آماري، ) يهاروش( 1. )گیرنديمدر سه گروه قرار  يطورکلبهداده پلاريمتري  يبندطبقهمختلف  يهاروش

 است شدهمطرحي پلاريمتري دادهي بندطبقهو شيءمبنا براي  مبنادانشروشي در اين مقاله  .مبنادانش يهاروش( 3مکانیسم پراکنش و )

 هتوسعدر سه بخش دانش اولیه، دانش حاصل از داده پلاريمتري و دانش خبره  دانش براي تلفیق SVM-DT يبندطبقهکه در آن روش 

و  SVMي کننده بندطبقهدانش حاصل از داده )آماري، فیزيکي و مکاني( در مراحل تعیین طرح درختي، ويژگي براي است.  شدهداده

 SVMي کننده بندطبقهي آموزشي در هادادهي توازن تعداد شود. دانش اولیه برايکار گرفته مهاي بهینه به يژگيوهمچنین در انتخاب 

پیشنهادي  درروشهاي بهینه يژگيوشود. درنهايت دانش خبره نیز در دو مرحله ايجاد طرح درختي و همچنین انتخاب يماستفاده 

(، کاج سفید Orکلاس بلوط قرمز )کانادا با شش  Petawawaي جنگلي منطقهاز  2-داده پلاريمتري سنجنده رادارستشود. يماستفاده 

(PW( صنوبر سیاه ،)Sb)( آب ،Wa ،)يمنطقه ( شهريUr( و پوشش گیاهي )GV ) براي  .است شدهانتخاباين تحقیق  سازيیادهپبراي

 SVMي کننده ويشارت، بندطبقه: است شدهها مقايسه يشآزما ي کننده دربندطبقه 6پیشنهادي  درروشمختلف  يهادانش یرتأثبررسي 

-SVMهمراه با انتخاب ويژگي و  شيءمبنا SVM-DTها، يژگيوبا تمام  شيءمبنا SVM-DTها، يژگيوبا تمام  SVM-DTها، يژگيوبا تمام 

DT ي بر رویر مثبت و خوبي تأثي بندطبقهي مختلف به هادانشبا انتخاب ويژگي و دانش اولیه. نتايج نشان داد اضافه شدن  شيءمبنا

یر منفي دارند. درنهايت دقت کلي روش تأثتأثیر و يا حتي يبي ديگر هاکلاسدر  هادانشي جنگل دارد اگرچه برخي از اين هاکلاس

درصد بهبود  SVM ،9ي کننده بندطبقهو در مقايسه با  درصد 15درصد حاصل شد که در مقايسه با روش ويشارت  87پیشنهادي حدود 

 .داشته است

 جنگلدانش خبره، ، SVM-DT، مبنادانش يبندطبقه، رادار با روزنه مصنوعيداده پلاريمتري  :یدیکل واژگان

                                                           
 نويسنده رابط ∗

mailto:ymaghsoudi@kntu.ac.ir
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 مقدمه -1

 2رادار با روزنه مصنوعي داده پلاريمتري 1يبندطبقه

آغاز  4ي آماريهاروشو  3ويراهاي پردازش تصروشابتدا با 

ي هاروشاز  شدهاستخراجو سپس با کمک پارامترهاي 

 يطورکلبهوارد مراحل جديدي شد.  5هدف مختلف تجزيه

ي داده پلاريمتري را با سه بندطبقهي هاروشتوان يم

، [2, 1]ي آماري هاروشبندي کرد: یمتقسديدگاه کلي 

ي هاروشو  [4, 3]پراکنش  یسممکاني برمبناي هاروش

 .[6, 5] مبنانشدا

داده پلاريمتري را  يبندطبقه ،ي آماريهاروش

دهند. يمانجام  آنيک توزيع خاص آماري براي  يبرمبنا

با در نظر گرفتن توزيع  [1]( 1994و همکاران ) 6لي

 9ي چند منظرههاداده 8براي ماتريس کوواريانس 7ويشارت

ضمن برآورد يک تابع چگالي پايدار براي داده پلاريمتري 

آماري دست  يهاروشبه نتايج بهتري نسبت به ساير 

گسترده بودن  واسطهبهآماري  يهاروش يطورکلبه. يابند

حاصل از برخورد موج ماکروويو و هدف و يا  10باز پراکنش

 یسممکانحاوي چندين نوع  يباز پراکنش يگردعبارتبه

ارائه ندادند چراکه  يتوجهقابل، نتايج مناسب و 11پراکنش

به تمام اطلاعات تصوير )تجزيه هدف،  هاروشاين 

 کنند.ينمو ...( توجه 12هاکنندهیکتفک

ي ديگر هاروشاستفاده از نوع مکانیسم پراکنش از 

از  هاروشباشد. اين يمي داده پلاريمتري بندطبقه

که به  [8, 7, 3]هاي تجزيه يتمالگوراطلاعات حاصل از 

مان تصوير پراکندگي در هر ال یسممکاندنبال استخراج 

کنند. تعداد و نوع يمي استفاده بندطبقهبراي  ،هستند

ي سبب تفاوت در نتايج بندطبقهدر  شدهاستفادهاطلاعات 

 ي اين گروه شده است.هاروش

ين روش در اين گروه ترشدهشناختهاولین و 

است که داده را در فضاي  H/A/a نشدهنظارتي بندطبقه

                                                           
۱ Classification 
۲ Polarimetric SAR data (PolSAR) 
۳ Image processing 
٤ Statistical 
٥ Target decomposition 
٦ Lee 
۷ Wishart 
۸ Covariance 
۹ Multi-Look 

۰۱  Backscatter 
۱۱  Scattering mechanism 
۲۱  Discriminators 

، نوع پراکنش 13نظمييباطلاعات  يبرمبناويژگي 

 کنديمناحیه تقسیم  9به  14بازگشتي و ناهمسانگردي

لفي وجود دارند که هريک مخت شدهنظارتي هاروش. [3]

هاي تجزيه( را يتمالگوراطلاعات مکانیسم پراکنش )

 ازجملهگیرند. يمفضاي ويژگي ورودي در نظر  عنوانبه

و شبکه  15SVM هاييتمالگورتوان به يم هاروشاين 

براي بهبود ساختار  [12]. در [9-11]اشاره کرد  16عصبي

ي پلاريمتريک هادادهي بندطبقهشبکه عصبي در 

را با تکنیک جستجوي  17RBFي کننده شبکه بندطبقه

. سه دسته کار گرفتند( به 19PSO-MDو ) 18تکاملي

از:  اندعبارتاست که  شدهاستفادهيژگي در اين تحقیق و

و بردار  H/a/Aماتريس کامل کوواريانس، مقادير تجزيه 

 22PCA. الگوريتم 21يهم رخدادحاصله از ماتريس  20بافت

است. نتايج اين  شدهاستفادهيژگي وهم براي کاهش فضاي 

تحقیق عملکرد بهتر اين روش را در مقايسه با ساير شبکه 

دهد. يمدر داده پلاريمتري را نشان  کاررفتهبههاي يعصب

، 23پارامترهاي الگوريتم تجزيه پائولي [10]مرجع 

، ناهمسانگردي، زاويه آلفا، ضريب تغییرات بین نظمييب

، توان کل و عناصر قطر اصلي ماتريس RRو  LLي هامؤلفه

در الگوريتم را  Pو  C ،Lاي براي سه باند يانس دايرهکووار

ي پوشش زمین بکار بندطبقهبراي  SVM شدهنظارت

گرفته است. اگرچه اين تحقیق به لحاظ استفاده از 

باندهاي مختلف پلاريمتري داراي برتري است اما 

 به کارريمتري در آن هاي پلايژگيوي کاملي از مجموعه

ضمن  [13]نرفته است. تحقیقات بعدي همچون تحقیق 

 SVMي بندطبقهاستفاده از پارامترهاي بیشتري توانستند 

هاي يژگيوي کننده و انتخاب بندچند طبقه صورتبهرا 

کلاسي ارائه دهند. نتايج تحقیق بر روي  صورتبهبهینه را 

را نشان  هاآني جنگلي موفقیت روش هاگونهتفکیک 

هاي انتخاب يتمالگوردهد. البته در تحقیقات زيادي يم

سعي  SVM کننده يبندطبقهويژگي مختلفي در کنار 

                                                           
۳۱  Entropy 
٤۱  Anisotropy 
٥۱  Support Vector Machine 
٦۱  Neural Network 
۷۱  Radial Basis Function 

۱۸ Evolutionary search 
۹۱  multidimensional particle swarm optimization 
۰۲  Texture 
۱۲  GLCM 
۲۲  Principle Component Analysis 
۳۲  Pauli 



  

95 

 

يه
شر

ن
 

ي
لم

ع
- 

ي
هش

ژو
پ

 
وم

عل
 و 

ون
فن

 
شه

نق
 

ي،
دار

بر
 

ره
دو

 
م،

نج
پ

 
ره

ما
ش

1، 
داد

مر
 

 ماه
13

94
 

هاي يژگيودارند تا حدودي مشکلات ناشي از تعداد زياد 

 پلاريمتري را کاهش دهند.

که در بالا به  ييهاروشمشکلات  ينترمهميکي از 

اشاره شد پیچیدگي محاسباتي و همچنین عدم  هاآن

 يبندطبقهدر دسترس براي  يهادانشاستفاده از ساير 

ي مبنادانشي هاروشجبران اين نقص  منظوربهاست. 

روش کار در  .[5] داده پلاريمتري مطرح گرديدند

هر  ؛ کهاست 1بر اساس دانش خبره مبنادانش يبندطبقه

 صورتبهخاص خود را دارد و  يبندطبقهقواعد  کلاس

درک ساده و  يبندطبقهشوند. قواعد يمترتیبي اعمال 

سازي آساني دارد. همچنین روش براي هر منطقه و یادهپ

ي بندطبقهاست. اين روش  یمتعمقابلموقعیت خاص 

شامل دو مرحله است. مرحله اول ايجاد دانش و مدل و 

ي بندطبقهتشکیل قواعد پايه، مرحله دوم تشکیل طرح 

, 14, 6, 5]تلف در سطوح مخ 2(DT) درختي صورتبه

15]. 

 اندشدهارائهکه تاکنون  مبنادانشمختلف  يهاروش

اين . باشنديمدرختي يا سلسله مراتبي  صورتبه عموماً

را  اگرچه در محاسبات و فرآيند پردازش پیچیدگي هاروش

یني و پیچیده زم يهاپوششاما در برابر  دهنديمکاهش 

رد مثل داده پلاريمتري عملک ايیچیدهپ يدادههمچنین 

 مطلوبي ندارند.

و  SVMدر مباحث شناسايي الگو روشي ترکیبي از 

DT  است شدهارائه هاداده يبندطبقهبراي (SVM-DT) 

قدرتمندي بین  سازجدا یسممکاناين روش هم  .[16-20]

 هايیچیدگيپاز و هم  SVMمانند  دارد هاکلاس

و دانش خبره را در  کمتري برخوردار استمحاسباتي 

اين  اگرچه. (DT)مانند  گیرديمبه کار  يبندطبقهفرآيند 

دارد اما کمتر  يفردمنحصربه هاييژگيوکننده  يبندطبقه

است.  کاررفتهبه ازدورسنجش يهاداده يبندطبقهدر 

 باتصاوير  يبندطبقهاز اين روش در  [21]مرجع  یراًاخ

ضمن  هاآنتفکیک مکاني بالا استفاده نموده است.  قدرت

شيءمبنا با  صورتبه SVM-DTبررسي نتايج روش 

مرسوم  SVMروش  ازجمله يبندطبقهمختلف  يهاروش

ضمن هم  ازدورسنجشکه نتايج در تصاوير  اندکردهاثبات 

 بهبود وضعیت محاسباتي به لحاظ دقت نیز بهبود دارد.

                                                           
۱ Expert knowledge 
۲ Decision Tree (DT) 

براي  SVM-DT يبندطبقهروش  مقالهدر اين 

رادار با روزنه پلاريمتري  يهادادهنخستین بار براي 

مختلف متناسب  يهادانش. شوديمتوسعه داده  مصنوعي

و  استخراج جنگلي يمنطقهو  Cدر باند  ريمتريبا داده پلا

 SVM-DTکننده  يبندطبقهدر مراحل مختلف  هاآناز 

روشي جديد در اين مقاله به اين ترتیب  .شوداستفاده مي

که  است شدههاي پلاريمتري ارائه بندي دادهبراي طبقه

، دانش خبره و 3تواند دانش را در سه سطح دانش اولیهمي

 کار گیرد. به4از دادهدانش حاصل 

 يبندطبقهي اين مقاله و در بخش دوم، مباني ادامهدر 

اده د. در بخش سوم شوديمبیان  SVM-DTکننده 

. در گردديمتشريح  موردمطالعه يمنطقهو  مورداستفاده

و ي براي داده پلاريمتر SVM-DTبخش چهارم، روش 

. بخش پنجم شوديمتوسعه داده  موردمطالعه يهاکلاس

 .باشديممربوط به تحلیل نتايج حاصل از روش پیشنهادي 

 یشنهادهاپگیري از اين تحقیق و یجهنتبخش پاياني نیز 

 براي تحقیقات آينده است.

 SVM-DTکننده  یبندطبقهمبانی  -2

يک  SVM-DTکننده  يبندطبقهپايه و اساس 

 5يهاگرهدر  گیريیمتصممعماري درختي است که براي 

. شوديماستفاده  SVMکننده دو کلاسه  يبندطبقهآن از 

و  SVMدر  يبندطبقهدو مزيت دقت بالاي اين روش 

همچنین يک وضعیت محاسباتي مناسب و همراهي دانش 

تنها نیاز  SVM-DTروش  را به همراه دارد. DTخبره در 

 mبراي  SVMي دو کلاسه به روش بندطبقه m-1به 

ي در زمان انجام توجهابلقکلاس دارد که بهبود 

و  6OAOي متداول هاروشي در مقايسه با بندطبقه
7OAA  کند.يمايجاد براي تعمیم دوکلاسه به چندکلاسه 

به دلیل استفاده از يک  DT يهاکننده يبندطبقه

 تفکیکآموزشي براي  يهادادهکننده ساده در جدا

. هستندنويزي و منفرد حساس  يهادادهبسیار به  هاکلاس

 SVMدوتايي قدرتمند مانند  يبندطبقهاستفاده از يک 

 توانديمدارد  هادادهاين  برقابل قبولي در برا رفتارکه 

                                                           
۳ Prior knowledge 
٤ Image knowledge 
٥ Nodes 
٦ One Against One 
۷ One Against All 
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با  را بهبود بخشد. هاگرهدر  DTکننده  يبندطبقهعملکرد 

𝐷فرض  = {(𝒙𝑖 , 𝑦𝑖), 𝑖 = 1,… , 𝑁} مجموعه  عنوانبه

 که در آن: Nه تعداد ب موردنظر يهاداده

𝒙𝑖 = [𝑥𝑖,1, 𝑥𝑖,2, … , 𝑥𝑖,𝑞]
𝑇
∈ ℜ𝑞  و𝑦𝑖 , 𝜖{+1,−1} 

کرنل مبنا براي  SVM ؛دهديمرا نشان  𝒙𝑖کلاس داده 

در يک فضاي مناسب  فرا صفحهبرآورد يک جداکننده 

 عبارت است از:ويژگي بزرگ 

(1) ℱ: 𝑓(𝑥) = ((𝜔. 𝜙(𝑥)) + 𝑏) = 0, 

,𝜔) 1 رابطهموجود در دو پارامتر  𝑏)  هستند که

ℱ𝜖𝜔 و𝑏𝜖ℜ معادل ه تابع تصمیم بهین ترتیبينابه. است

 خواهد بود. 2رابطه 

(2) 𝑓(𝑥) = 𝑠𝑔𝑛(∑ 𝑎𝑖𝑦𝑖K(𝑥𝑖 , 𝑥) + 𝑏𝑖𝜖𝑠 ), 

𝑆 2که در رابطه = {𝑖: 0 < 𝑎𝑖
∗ ≤ 𝐶} ضريب غیر صفر .

𝑎𝑖 1متناظر است با بردارهاي پشتیبان (SVs) فضاي .

𝑓(𝑥) 2ماريجین ∈  هاييجینمار یلهوسبه، [1−,1+]

مثبت و منفي در اطراف صفحه اصلي جداکننده مشخص 

𝑓(𝑥)مقادير تصمیم  علاوهبه. شوديم > 𝑓(𝑥)و  1+ <

را نشان  1-و  1+ يهاکلاسبه  هانمونهبه ترتیب تعلق  1−

به  SVMدر  RBF 3در اين مقاله از کرنل گوسین .دهديم

 شدهاستفادهبا ابعاد بالا  هادادهدر کنترل  اشييتوانادلیل 

 .است

(3) K(𝑥𝑖 , 𝑥𝑗) = exp⁡(−
‖𝑥𝑖−𝑥𝑗‖

2

2𝜎2
) , 

واريانس در امتداد محورهاي  σکرنل در اين  که

در  (𝜎 و C) SVMدو پارامتر . دهديمرا نشان  هايژگيو

در هر گره که  ياشبکهاين مقاله به کمک روش جستجوي 

 .گردديمبرآورد  شوديمانجام  SVMيک 

. طراحي شود دقتبهطرح درختي براي هر گره بايد 

شناسايي هر نمونه از بالا به پايین در طرح درختي انجام 

و در هر گره براي تعلق آن نمونه در هرکدام از  شوديم

خود  هاشاخهاز اين  هرکدام. شوديم گیريیمتصم هاشاخه

شامل چندين کلاس باشند که در مراحل بعدي  تواننديم

                                                           
۱ Support vectors 
۲ Margin 
۳ Gaussian 

حرکت بالا به پايین نمونه ادامه . شونديماز يکديگر جدا 

 تا پیکسل به يک کلاس تعلق پیدا کند. کنديمپیدا 

 و مورداستفادهداده ، موردمطالعهمنطقه  -3

 پردازشیشپ

 ناميک جنگل تحقیقاتي به  موردمطالعهمنطقه 

Petawawa  يالت ادرOntario ( کاناداN,  ˊ57 ˚45

77˚34ˊWاين منطقه، شامل نواحي جنگل، پوشش . ست( ا

ي مختلف هاگونه. استي شهري منطقهگیاهي، آب و 

موجود در اين جنگل تحقیقاتي شامل دو نوع درخت 

ي گونهسه  بینينازاکه  هستند 5چوبنرمو  4چوبسخت

از دسته  Or. گونه گرفته شدمختلف جنگلي در نظر 

دو  که در زمستان بدون برگ هستند و هاچوبسخت

يزان در هیچ فصلي از ربرگکه  Sbو  Pw چوبنرمي گونه

و همچنین  شدهانتخاب يهاکلاس مجموعهسال ندارند. 

 1هر کلاس در جدول  ارزيابيآموزشي و  يهادادهتعداد 

 يپلاز  ارزيابيي آموزشي و هادادهآمده است. براي انتخاب 

ي موجود در منطقه، تفسیر هانقشهيجادشده از ا يهاگون

و بازديدهاي  +ETMي هوايي، تصاوير سنجنده هاعکس

هاي حقیقي فوق . مجموعه دادهاست شدهاستفادهزمیني 

هاي تحقیقاتي داري کانادا در جنگلتوسط سازمان جنگل

Petawawa 4] شودروزرساني ميو به شده آوريجمع ,

13 ,22 ,23]. 

. است شدهاستفادهدر اين تحقیق از سه دسته داده 

 ،ارزيابيي آموزشي و هادادهي زمیني شامل هاداده

 SARي شامل داده پلاريمتري ازدورسنجشي هاادهد

مي زمین ، مدل ارتفاعي رقوRADARSAT-2سنجنده 

 جهت تصحیح هندسي. 

متر در يسانت 5/5 موجطولمعادل  Cتصوير در باند 

 اخذشدهدرجه  29,8و  28و با زاويه فرود  FQ9حالت 

است. تصوير خام است و هیچ پردازشي بر روي آن صورت 

 Single Look Complex (SLC) صورتبهنگرفته است و 

ي و آنالیزهاي اولیه داده سازآمادهجهت  د.باشيم

استفاده شد.  POLSAR pro.4.2 افزارنرمپلاريمتري از 

تصوير خام ورودي شامل مقادير شدت رسیده به سنجنده 

یزهاي بعدي مقدار آنالبراي طي  لاقهموردع. کمیت است

                                                           
٤ Hardwood 
٥ Softwood 
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. استارسالي نسبت به سطح زمین  شدتبهشدت دريافتي 

 Sigma-nougat (𝜎0)پارامتر  ،به اين منظور از تصوير خام

يس همدوسي ماتراستخراج شد. مرحله بعد استخراج 

ي بندطبقهاست، که براي استخراج پارامترهاي تجزيه و 

بر گیري یانگینمبدون هیچ  باشند. اين کاريمیاز موردن

يري هدف پذمعکوسها و با فرض تئوري یکسلپي رو

(Shv = Svh شود. پس از استخراج ماتريس يم( انجام

يه پالاهمدوسي براي کاهش نويز لکه در تصوير از 

Box.car  يه به دلیل نوع پالااستفاده شد. اين  7×7با ابعاد

 هاکلاسي حساسي در هالبهکه  موردمطالعهي منطقه

براي زمین مرجع کردن و وجود ندارد، انتخاب گرديد. 

 ASF Map افزارنرمهمچنین تصحیح هندسي تصوير از 

ready اطلاعات مداري و مدل ارتفاعي رقومي منطقه ،

براي استخراج پارامترهاي پلاريمتري  استفاده شد.

 مرجع ینزمهمدوس از ماتريس همدوسي پالايه نشده و 

از راي استخراج پارامترهاي ناهمدوس شده و همچنین ب

علاوه بر ماتريس همدوسي پالايه شده و زمین مرجع شده 

در هنگام محاسبه  7×7پايدار از يک پنجره برآورد براي 

 هاييژگيوجزئیات و نماد  2جدول  .پارامتر استفاده شد

 .دهديمدر اين مقاله را نشان  شدهاستفاده

با ابعاد  شدهانتخابزير تصوير  )الف( 1 شکل

ا ترکیب رنگي ب 2-رادارستسنجنده  از 1000×1000

پس از  |HH+VV|و آبي:  |HV| ، سبز:|HH−VV|قرمز:

 يهمنطقموقعیت جغرافیايي  )ب( 1 و شکل پردازشیشپ

 دهد.يمرا نشان  1گوگل ارث انتخابي در

 هاي آموزشي و تست مورداستفادهداده -1 جدول

type name description 
# of 

train 
#of test 

Forest-
Hardwood Or Red oak 980 772 

Forest-
Softwood 

Pw White pine 305 375 
Sb Black spruce 900 782 

Other 
GV Ground 

vegetation 570 494 

Wa Water 1047 810 
Ur Urban 978 631 

Total  4780 3864 

 

 (SVM-DT) در روش پیشنهادي شدهاستفادههاي يژگيو -2جدول 

Feature Description Symbol Number 
original  features Scattering matrix [S] 3 

Coherency matrix element [T] 6 
Covariance matrix element [C] 5 

decomposition  features Pauli [P] 3 
Krogager [10] [Krog] 3 
Van Zyl [11] [Van] 3 
Huynen [T_Huy] 3 
Barnes1 [T_Bar1] 3 
Barnes2 [T_Bar2] 3 
Cloude [SRC] 6 
Cloud and Pottier [H, A, 𝛼] 7 
Freeman3 [Free3] 3 
Freeman2 [Free_2] 2 
Neumann [Neu] 4 
Yamaguchi [Yam] 4 
Touzi [Touz] 4 

SAR  discriminators Complex  corelation  coefficients [ro] 3 
Depolarization ratio [depol_ind] 1 
Polarization ratio [rh] 3 
Polarization Asymmetry [PA] 1 
Span [Span] 1 
Beta [𝛽] 1 
RVI [RVI] 1 
Degree of purity [deg_pur] 1 
Gamma [𝛾] 1 
Lambda [Λ] 1 
Delta [Δ] 1 
Serd [serd] 1 
Derd [derd] 1 
Shannon [shanon] 1 

Total  80 

 
 
 

                                                                                    
۱ Google Earth 
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 )ب( )الف(

 گوگل ارثشده؛ ب( موقعیت زيرتصوير در محیط پردازش شده از زيرتصوير انتخابالف( ترکیب رنگي پائولي تصوير پیش -1شکل

 هاي زمینيي دادههاگون يپلهمراه 
 

 یبندطبقهسطوح دانش پیشنهادی در  -4

 SVM-DT با روشداده پلاریمتری 

ي فرآيند مناسبي براي به تصوير کشیدن بندطبقه

ي دقت لازمهقابلیت تفکیک عوارض در تصاوير است که 

ي مختلف هاکلاسخوب آن داشتن اطلاعات جامع از 

بر یهتک. آموزش مدل بدون اطلاعات جانبي و فقط باشديم

اطلاعات تصوير پايدار نیست. در روش پیشنهادي دانش در 

رود: دانش اولیه، يم به کاري بندطبقهسه سطح در فرآيند 

 جايگاه 2شکل دانش خبره و دانش حاصل از داده. 

یري دانش در سطوح مختلف را در روش پیشنهادي کارگبه

 دهد.يمنشان 

 

 
 (SVM-DTبندی پیشنهادی )های مختلف در طرح طبقهکارگیری دانشنحوه به -2شکل 

 

دانش اولیه، عبارت است از اطلاعاتي که از قبل درباره  دانش اولیه -1-4

ي دو منبع طورکلبهوجود دارد.  موردمطالعهمنطقه يا داده 
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 SVMي کننده بندطبقهدانش اولیه براي اضافه کردن به 

و ديگري  1. يکي دانش اولیه در داده[24]وجود دارد 

که ييازآنجا. 2هاکلاسدانش اولیه در خصوصیات 

 در برابري زمیني ويژگي خاصي هاپوششي هاکلاس

 SVMدر فرآيند آموزش  مؤثريکديگر به لحاظ رياضي که 

ي تصاوير بندطبقهباشد ندارند، مورد دوم در 

لیه در داده را ي کاربردي ندارد. دانش اوازدورسنجش

ي کرد: عدم توازن داده بندطبقهتوان از سه ديدگاه يم

و کیفیت  4ي بدون برچسبهاداده، دانشي درباره 3آموزشي

. مورد سوم در روش [24] 5ي وروديهادادهمتفاوت 

 منبعپیشنهادي اين تحقیق جايي ندارد چراکه تنها 

و منبع ديگري وجود ندارد.  استتصوير  مورداستفاده

اطلاعات خاصي درباره  کهينابه  با توجههمچنین 

؛ بنابراين تنها باشدينمرچسب در دسترس بدون ب يهاداده

آموزشي  يهادادهدانش اولیه موجود ايجاد توازن در 

هر کننده درختي  يبندطبقهمختلف است. در  يهاکلاس

که اين  شوديمجدا  هاکلاسيک کلاس از ساير  مرتبه

آموزشي براي دو طرف  يهادادهتعداد  شوديمباعث 

که گفته شد،  طورهماننباشد.  به همنزديک  يبندطبقه

براي هر گره در طرح  SVM-DTدر روش پیشنهادي 

که با توجه به عدم توازن  شوديمانجام  SVMدرختي يک 

 SVMکننده  يبندطبقهآموزشي در دو طرف  يهاداده

 .شوديم يدقتکمکننده دچار  يبندطبقهآموزش اين 

ي بندطبقهیر دانش اولیه در تأثبراي  موردنظرروش 

. با در نظر [24]کردن داده است  داروزن، SVMکننده 

هر ي آموزشي هادادهگرفتن يک وزن متناسب با تعداد 

توان اين نقصان را برطرف يم موردنظردر کرنل  کلاس

 يهادادهبراي حالت عدم توازن در  [25]در اين ايده کرد. 

 (4رابطه ) شدهیحتصحکرنل  آموزشي با در نظر گرفتن

 مطرح گرديد.

(4) K′ = K+ D 

يک ماتريس قطري است که  Dدر رابطه فوق 

در  6سستیکيهوورهستند.  𝑫𝑖𝑖قطر اصلي آن  هاييهدرا

                                                           
۱ Prior knowledge on the data 
۲ Prior knowledge on Class-Invariance 
۳ Unbalanced data 
٤ Unlabeled data 
٥ Quality of data 
٦ Heuristics 

را بر پايه دانش اولیه عدم توازن در  𝑫𝑖𝑖مقدار  [26]

𝑫𝑖𝑖 کهيطوربهآموزشي معرفي کرد  يهاداده =
𝜆𝑛+

𝑁⁄ 

𝑦𝑖براي کلاس  = 𝑫𝑖𝑖و همچنین  1+ =
𝜆𝑛−

𝑁⁄  براي

𝑦𝑖کلاس  =  يهادادهنیز تعداد  −𝑛و  +𝑛است.  1−

نیز  𝜆. دهنديممتناظر را نشان  يهاکلاسآموزشي در 

برآورد  يبندطبقهمقیاس است که بايد مقدار بهینه آن در 

 گردد.

 خبرهدانش  -2-4

 دانش خبره، اطلاعاتي است که از فرد متخصص درباره

براي هدايت  توانديمآيد و يم به دستمنطقه يا داده 

ار ک. با اين شودي به کار گرفته بندطبقهمرحله آموزش 

خبره علاوه بر دانش  بادانشمنطقي و  SVMروند آموزش 

ايگاه جروش پیشنهادي در دو شود. در يمتلفیق  داده

ي بندطبقه. اول، ايجاد طرح روديمدانش خبره به کار 

. در طرح بهینه هاييژگيودرختي و دوم انتخاب 

ي متداول مانند هاروشي استفاده از جابهي بندطبقه

OAO  وOAA  براي تعمیمSVM  چند دو کلاسه به

بخشي از  شود.يماز يک طرح درختي استفاده  کلاسه

ز ا جدا شدنبراي  هاکلاسدادن به اولويت  طلاعات جهتا

ه ک دومبخش  .شوديم ینتأمسايرين به کمک دانش خبره 

 بهینه هاييژگيودانش خبره در آن کاربرد دارد، انتخاب 

مختلف  يهادانشدر اين مقاله روشي ترکیبي از است. 

که  است شدهارائهانتخاب ويژگي دانش خبره براي  ازجمله

رياضي و آماري  يهاروشجايگزين مناسبي براي ساير 

 .باشديممانند ژنتیک 

 دانش حاصل از داده -3-4

در سه  توانيماطلاعات حاصل از داده پلاريمتري را 

دانش آماري . [22] (3 )شکل کرد بنديیمتقسبخش 

ن اطلاعاتي است که با در نظر گرفتن يک توزيع خاص هما

و يا ساير پارامترهايي که  شوديمبراي داده برآورد 

مجموعه . دهنديمآماري داده را نمايش  هاييژگيو

 يهاالمانپارامترهايي با مفاهیم فیزيکي که به سه شیوه 

از داده  هاکنندهیکتفک، تجزيه هدف و 7اصلي

 .گیرنديمقرار دانش فیزيکي  در گروه هستند استخراجقابل

                                                           
۷ The features obtained directly from original data 
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 نواع مختلف دانش حاصل از داده پلاريمتريا -3شکل 

 

اضافه کردن  يهاروشنیز مجموعه  1دانش مکاني

است که به سه شکل  يبندطبقهاطلاعات همسايگي به 

در . [27] قبل، حین و بعد از پردازش قابل افزودن هستند

روش پیشنهادي اطلاعات مختلف از انواع آماري، فیزيکي و 

 شدهگرفتهي به کار بندبقهطمکاني از داده استخراج و در 

 -1 .روديم. اطلاعات آماري در دو جايگاه مهم به کار است

( و 2JMها و فاصله يژگيوانتخاب ويژگي )همبستگي بین 

(. دانش هاکلاسي )فاصله ويشارت بین بندطبقهطرح  -2

ي کننده بندطبقههاي ورودي يژگيو عنوانبهفیزيکي 

SVM امضاي پلاريمتري براي ايجاد طرح  همچنین و

دانش در اين مقاله براي افزودن  .شوديماستفاده  درختي

شده است. استفادهشيءمبنا از روش  يبندطبقهبه  مکاني

 گردد. هاي پلاريمتري از اين قطعات برآورد ميتمام ويژگي

-SVMو تحلیل نتایج روش  سازییادهپ-5

DT  ریمتریبرای داده پلا شدهدادهتوسعه 

 3بندیقطعه -5-1

پردازش شده یشپبر روي داده پلاريمتري  يبندقطعه

و با روش  eCognition Developer [28] افزارنرمبه کمک 

ي بندقطعه. تصوير ورودي است شدهانجام 4چندمقیاسه

هاي استخراجي يژگيوبايد يک ترکیب رنگي مناسب از 

و پائولي  6، ون زيل5اي فريمنمؤلفه3باشد. تصوير تجزيه 

                                                           
۱ Spatial knowledge 
۲ Jeffries Matusita Distance 
۳ Segmentation 
٤ Multi-resolution 
٥ Freeman 
٦ Van Zyl 

توجه به نتايج  اخیر مورداستفاده بوده است. بادر تحقیقات 

ر ي، تصويبندقطعهدر اين مقاله ورودي  [15]مناسب 

ترکیب رنگي پائولي انتخاب گرديد. انتخاب پارامترهاي 

 يبندقطعهمناسب نیز يکي ديگر از مسائل مهم در 

با توجه به عوارض  7است. مقدار فشردگي چندمقیاسه

ي منطقهکه شود. ازآنجايييمموجود در تصوير انتخاب 

جز قسمت کوچکي بیشتر جنگلي است و نظم موردنظر به

شود تأثیر اين ينمعوارض ديده خاصي در قطعات و 

 8در نظر گرفته شد. مقدار شکل 2/0پارامتر کم  و برابر 

رو مقدار شکل رابطه معکوس با میزان تأثیر رنگ دارد ازاين

تا سهم بیشتري در  شدنظر گرفته  در 08/0 افزارنرمنیز در 

هاي يک قطعه به رنگ که در داده یکسلپشباهت 

پلاريمتري به معناي پراکنش است، اختصاص داده شود. 

است که  9ي مقیاسبندقطعهپارامتر کلیدي در اين 

کند. اندازه قطعات نبايد به يمي قطعات را تعیین اندازه

همراه حدي کوچک باشد که ما را از هدف خود يعني 

اين  و همچنین نبايددور کند کردن اطلاعات همسايگي 

 يسوبهرا  يبندطبقه ايجنتقطعات خیلي بزرگ باشند که 

مقیاس متفاوت براي قسمتي از  3. نتايج اشتباه سوق دهند

پس از  10آمده است. مقدار مقیاس  4تصوير در شکل 

 .شدهاي متعدد مقدار مناسبي تشخیص داده يشآزما

                                                           
۷ Compactness 
۸ Shape 
۹ Scale 

 دانش فیزيکي

 هاکنندهکیتفک تجزيه هدف ي اصليهاالمان

 دانش آماري

 توزيع گوسین توزيع ويشارت

 دانش مکاني

 بعد از پردازش حین پردازش قبل پردازش

 پلاریمتریدانش حاصل از داده 
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 5مقیاس  10مقیاس  30مقیاس  تصویر گوگل ارث
 2-پلاریمتری رادارست تصویر ترکیب رنگی پائولی داده یبندقطعهتعیین مقدار بهینه مقیاس برای  -4شکل 

 

 ایجاد طرح درختی -2-5

ه سه معیار متفاوت آماري، فیزيکي و همچنین دانش خبر

عیار م. 2شکل است شدهگرفته کاربراي ايجاد طرح درختي به 

 يانسکووارمیانگین ماتريس  آماري فاصله ويشارت بین

 اصله ي مختلف است. کلاسي که فهاکلاس آموزشي يهاداده

و  نجدا شددارد در اولويت  هاکلاسبیشتري نسبت به باقي 

ز فاصله ويشارت حاصل ا 3جدول ي قرار دارد. بندطبقه

دهد. يمي را نشان موردبررسي آموزشي شش کلاس هاداده

ي هادادهبین میانگین  ويشارت معیار فاصله جدولمطابق 

 :دهديمرا ارائه آموزشي از هر کلاس يک دانش 

  بسیار متمايز است. هاکلاسکلاس آب از بقیه 

  های مختلفکلاسماتریس کوواریانس داده های آموزشی فاصله ویشارت بین  -3جدول 
  Or Pw Sb Ur Wa GV sum 

Or -3.28 -3.61 -2.68 -2.40 -5.99 -4.12 -22.08 
Pw -3.22 -3.66 -2.57 -2.34 -6.31 -4.17 -22.27 

Sb -3.22 -3.52 -2.75 -2.61 -5.50 -3.94 -21.57 

Ur -2.76 -3.15 -2.21 -3.09 -5.78 -3.77 -20.77 

Wa 54.09 48.16 -68.36 59.31 -11.52 30.15 248.55 

GV -3.02 -3.48 -2.18 -1.87 -6.94 -4.31 -21.80 

 

حاصل از میانگین معیار فیزيکي، امضاي پلاريمتري 

ي مختلف است. کلاسي که امضاي هاکلاسآموزشي  يهاداده

ي بندطبقهدر اولويت  داشته باشد هاکلاسمتفاوتي از ساير 

 شدهیلتحلمعرفي و  [23]در مرجع است. با دو معیاري که 

امضاي يعني فاصله اقلیدسي و همبستگي بین  است؛

ي مختلف، دانش از امضاي پلاريمتري استخراج هاکلاس

 5 جدولمیزان نرمال شده همبستگي و  4 جدول. شوديم

 يهادادهمیانگین فاصله اقلیدسي بین امضاي پلاريمتري 

دهند. ستون آخر اين جداول يمي مختلف را نشان هاکلاس

را نشان  هاکلاسي مربوطه از مجموع ساير هاکلاستمايز 

ول همبستگي هرقدر میزان اين عدد کمتر دهد. در جديم

دهد که آن کلاس تفاوت بیشتري با ساير يمباشد نشان 

دارد. مطابق اين قاعده نکته قابل دريافت تفاوت بسیار  هاکلاس

. در هاستکلاسي شهري نسبت به ساير منطقهزياد کلاس 

باشد نشان  تربزرگجدول فاصله اقلیدسي هرقدر اين عدد 

ي ديگر هاکلاسدهد کلاس مربوطه تفاوت بیشتري از ساير يم

ي شهري، آب و پوشش منطقهترتیب  مطابق اين جدولدارد. 

. بدين ترتیب به ترتیب تمايز قرار دارندگیاهي و جنگل 

 .شوديمي زير از امضاي پلاريمتري حاصل هادانش

  جنگل و پوشش  يهاکلاس ازشهري  منطقهکلاس
 .گیاهي متمايز است

  جنگل متمايز است يهاکلاسکلاس پوشش گیاهي از. 

 مختلف هایی آموزشی کلاسهادادهمیانگین ( Co-polarizedهمبستگی بین امضای پلاریمتری ) -4جدول 

 Or Pw Sb Ur Wa GV Sum 

Or 1 0.97 0.98 0.31 0.99 0.98 5.23 
Pw 0.97 1 0.98 0.34 0.98 0.98 5.24 
Sb 0.98 0.98 1 0.25 0.99 1 5.20 
Ur 0.31 0.34 0.25 1 0.28 0.27 2.46 
Wa 0.99 0.98 0.99 0.28 1 0.99 5.23 
GV 0.98 0.98 1 0.27 0.99 1 5.23 
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 مختلفهای کلاسی آموزشی هادادهمیانگین ( Co-polarizedفاصله اقلیدسی بین امضای پلاریمتری ) -5جدول 

 Or Pw Sb Ur Wa GV Sum 

Or 0 16.22 14.06 36.62 13.86 7.48 88.24 

Pw 16.22 0 5.38 34.78 27.64 19.40 103.42 
Sb 14.06 5.38 0 35.96 25.54 16.58 97.53 
Ur 36.62 34.78 35.96 0 43.12 39.02 189.52 
Wa 13.86 27.64 25.54 43.12 0 9.50 119.62 
GV 7.48 19.40 16.58 39.02 9.50 0 91.98 

 

توان از دانش خبره دريافت. يمبرخي اطلاعات را 

ي هاکلاسهايي را براي يتاولوتوان يممطابق اين دانش 

 مطابق حاصل از دانش خبره انون مهممختلف ارائه کرد. ق

 موردمطالعه يمنطقهدر  با خصوصیات فیزيکي درختان

 از: عبارت استاين تحقیق 

  کلاسOr  است و خصوصیات  چوبسختدرختي
 چوبنرمکه  Sbو  Pwي ديگر گونهمتفاوتي از دو 

 هستند دارد.

توان طرح يمي فوق هادانشبا توجه به مجموع 

ي هاکلاسي بندطبقهرا براي تفکیک و  5 شکلدرختي 

 پیشنهاد داد. موردنظر

 
برگرفته از سه دانش آماري، رح درختي نهايي، ط -5شکل 

 فیزيکي و خبره

 بهینه هایویژگیانتخاب  -3-5

هاي حاصل از داده يژگيوبا توجه به تعداد زياد 

هاي نويزي و يژگيوپلاريمتري و همچنین وجود برخي 

هاي مختلف نیاز به يک فرآيند يژگيوهمبستگي بین 

رسد. يم به نظرهاي بهینه ضروري يژگيوانتخاب 

هاي بهینه وجود يژگيوي مختلفي براي انتخاب اهروش

ي مختلف هاروشتوان به يم هاروشاين  ازجملهدارد. 

 PCA ي آماري مانندهاروشو يا  1سازي مثل ژنتیکینهبه

اشاره کرد. روش پیشنهادي در اين تحقیق به دنبال 

که تلفیقي از معیارهاي آماري و  مبناستدانشفرآيندي 

هاي بهینه يژگيودانش خبره باشد. سه معیار براي انتخاب 

را  2که عددي بین صفر و  JM. فاصله شد گرفته نظردر 

دهد، يمپذيري يک ويژگي ارائه یکتفکبراي میزان 

 دارنديتاولوبراي انتخاب  تربزرگ JMهايي با يژگيو

  (.5رابطه )

(5) 

𝑱𝑴𝒊𝒋 = √𝟐(𝟏 − 𝒆−𝜶) 

𝜶 =
𝟏

𝟖
(𝝁𝒊 − 𝝁𝒋)

𝑻
(
𝑪𝒊 + 𝑪𝒋

𝟐
)

−𝟏

(𝝁𝒊 − 𝝁𝒋)

+
𝟏

𝟐
𝐥𝐧⁡(

|(𝑪𝒊 + 𝑪𝒋)/𝟐|

√|𝑪𝒊| × |𝑪𝒋|
) 

، iدر کلاس  موردنظرکوواريانس ويژگي  𝐶𝑖در رابطه فوق

𝜇𝑖  در کلاس ويژگي میانگینi  و|𝐶𝑖|  دترمینان ماتريس

𝐶𝑖 5ها در هريک از يژگيو. اين فاصله براي تمام است 

شود. با يمیري گاندازهي که طراحي شد بندطبقهسطح 

، در هر سطح هاکلاستوجه به میزان تفکیک بین 

کانديداهاي  عنوانبه JMهاي با بیشترين فاصله يژگيو

 شوند.يمهاي بهینه انتخاب يژگيو

هاي يژگيويکي از معیارهاي آماري ديگر براي انتخاب 

میزان  شد گرفته کاراين تحقیق به بهینه که در 

هاي مختلف است. درواقع يژگيوهمبستگي بین 

از قبل  شدهانتخابهاي ژگييوهاي انتخابي نبايد به يژگيو

تر است اما بیش JMهاي با يژگيووابسته باشند. اولويت با 

ي بندطبقهسطح  5ها همبسته باشند. در هر يژگيونبايد 

 شود.يمي محاسبه بندبقهطاين همبستگي بین دو طرف 

                                                           
۱ Genetic 
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، يکي از معیارهاي مهم ديگر براي انتخاب ويژگي

ي هاداده 1نمايش پراکندگيدانش خبره است که از 

و همچنین اطلاعات قبلي درباره نوع در ويژگي آموزشي 

هايي که جدايي بیشتري يژگيوشود. يمها حاصل يژگيو

بین دو کلاس ايجاد کنند، در اولويت هستند. کنترل 

نهايي براي انتخاب ويژگي با همین دانش خبره انجام 

در سطوح  شدهانتخابهاي يژگيو 6 جدول شود.يم

در انتخاب مجموعه . دهديمنشان  را ي مختلفبندطبقه

قرار  توجهموردنهايي کاهش ابعاد ويژگي تا حد امکان هم 

در اين  يموردبررس يهاکلاسبیشتر  ييآنجادارد. از 

 هاييژگيوتحقیق اهداف خالص نیستند، حجم بیشتر 

تجزيه  هاييتمالگورناهمدوس هستند.  هاييژگيوانتخابي 

همدوس بیشتر مناسب اهداف خالص هستند. بدون 

؛ بنابراين براي شونديماستخراج  دادهيرو گیريیانگینم

از ساير  ترخالصشهري که  يمنطقهانند کلاسي م

 يهاروشحاصل از  هاييژگيووجود  هاستکلاس

ناهمدوس  يهاروش در مقابلهمدوس مناسب است. 

 .باشديمجنگل و پوشش گیاهي  يهاکلاسمناسب 

 (SVM-DTبندی )شده در سطوح مختلف طبقههای انتخابیژگیو -6جدول 
 سطح شدههای انتخابویژگی

Free_dbl SRC6 SRC5 hvS 

1 Yam_dbl Neu_psi Free2_grou Touz_tau 

  Shanon Span 

33C 33T hhS hvS 

2 
Free2_vol H SRC6 Krog_d 
Touz_tau Yam_hel Neu_tau Neu_psi 

   Shanon 

12T 22T hvS hhS 

3 

SRC4 SRC5 11C 13T 
H (1-H)A SRC6 SRC5 

Neu_tau Neu_psi Free2_grou Free2_vol 
T33_bar Shanon Touz_tau Van_dbl 

11C 13T 12T 22T 

4 

H (1-H)A SRC6 SRC5 
Neu_delta_pha Free2_grou Free2_vol Free_dbl 

Touz_alpha Yam_dbl Van_dbl Neu_psi 
betta Touz_tau Touz_psi Touz_phi 

  Shanon delta 

12T 22T hvS hhS 

5 

SRC4 SRC5 11C 13T 
Yam_dbl H (1-H)A T33_bar 

Neu_tau Neu_psi Free2_grou Free2_vol 
Shanon Touz_tau Touz_alpha Yam_vol 

 

 بندیطبقهتحلیل نتایج  -4-5

اضافه شدن  گامبهگامي بندطبقهارزيابي نتايج  براي

با  SVMي کننده ويشارت، بندطبقهمراحل بررسي گرديد. 

 SVM-DTها، يژگيوبا تمام  SVM-DTها، يژگيوتمام 

همراه با  شيءمبنا SVM-DTها، يژگيوبا تمام  شيءمبنا

با انتخاب ويژگي و  شيءمبنا SVM-DTانتخاب ويژگي و 

                                                           
۱ Scatter plot  

ي ذکرشده هاروشي بندطبقهي نقشه 6شکل دانش اولیه. 

دهد. همچنین دقت کلاسي و دقت کلي اين يمرا نشان 

 آمده است. 7جدول  در هاروش
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 (SVM-DT) بندی با روش پیشنهادیهای طبقهقایسه نتایج روشم -7جدول 
KSVMDT-Obj-

Sel 
SVMDT-Obj-

Sel SVMDT-Obj SVMDT SVM Wishart  

76.63 72.34 73.17 67.39 57.29 37.95 Or 
79.6 70.77 65.67 49.67 47.8 42.93 Pw 
86.9 82.09 80.4 76.09 76.34 64.19 Sb 
98.01 94.58 92.37 95.34 94.33 89.07 Ur 
100 100 100 100 100 100 Wa 

95.51 93.03 91.5 94.29 92.55 93.19 GV 
87.36 86.18 84.97 81.53 78.97 72.30 Overall 

 

  
 هابا تمام ویژگی SVM ویشارت پیکسل مبنا

  
SVM-DT هابا تمام ویژگی SVM-DT هاشیءمبنا با تمام ویژگی 

  
SVM-DT انتخاب ویژگی شیءمبنا با SVM-DT لیهشیءمبنا با انتخاب ویژگی و دانش او 

 
 های مختلفبندی روشی طبقهنقشه -6شکل 
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ي بندطبقهقبل از  هادانشکه از تمام  طورهمان

 کاملاً  کلاسي با خصوصیات Waبود، کلاس  استخراجقابل

ک . پراکنش حاصل از آب يهاستکلاسمتفاوت از ساير 

ي هاپراکنشپراکنش سطحي است که گاهي اوقات 

 اگرچه در مقابلشود. يمدوسطحي کوچک در آن ديده 

سطوح مختلفي در مناطق شهري هستند که پراکنش 

هاي بیشتري دگيیچیپکنند اما همواره يمسطحي تولید 

ي شهري وجود دارد که به منطقهدر يک واحد تصوير در 

بیشترين افزايد. يمي دوسطحي و مارپیچ هاپراکنشسهم 

مربوط به پراکنش  ي جنگل نیزهاکلاس سهم پراکنش

رو جدايي ينازا. استي دوسطحي حجمي و تا حدود

وجود دارد که  هاکلاسو ساير  Waزيادي بین کلاس 

ي با دقت بالا از بندطبقهي مختلف هاروشتواند توسط يم

 (.7 جدولتفکیک شود ) هاکلاسديگر 

تري نسبت به یچیدهپساختار  Urکه کلاس ييازآنجا

از  مراتببه SVM روشي در بندطبقهآب دارد، دقت 

لاعات ي مانند ويشارت که تنها از اطاکنندهي بندهطبق

بهبود  ذکرقابله اما نکت؛ کند بهتر استيمآماري استفاده 

. است SVM-DTدقت اين کلاس در روش پیشنهادي 

ي بندطبقهاضافه کردن دانش خبره در تعیین مراحل 

 SVMي کننده بندطبقهتوانست تا حدي از اشتباهات 

ي کننده بندطبقهجلوگیري کند. وقتي دانش مکاني به 

که شايد  يابديمکاهش شود دقت اين کلاس يماضافه 

ت ي براي اضافه کردن اطلاعابندقطعهبتوان گفت روش 

ي خیلي مناسب نیست. استفاده از منطقه شهرمکاني در 

هاي بهینه باعث کاهش وابستگي بین يژگيومجموعه 

 یجهدرنتو پیچیدگي محاسباتي  همچنین بهبود ،هاآن

اضافه کردن دانش  .شوديم Urافزايش دقت در کلاس 

منطقه ي موجب افزايش مناسب دقت بندطبقهاولیه به 

شود. در هنگام جدا کردن اين کلاس از ساير يمي شهر

ست. انامتقارن  کاملاًي آموزشي هادادهتعداد  هاکلاس

سوم ساير کحدود ي Urي آموزشي کلاس هادادهتعداد 

یه در یر دانش اولتأث. به همین دلیل بیشترين هاستکلاس

کند. اگرچه يمنمود پیدا  Urي در کلاس بندطبقهنتايج 

 طورهماناست اما  ترکوچک Waاين نسبت براي کلاس 

 با توجه به جدايي زياد اين کلاس از ساير گفته شدکه 

 .استتأثیر يبیجه اين کلاس درنتدانش اولیه  هاکلاس

 SVMي کننده بندطبقههاي همبسته در يژگيووجود 

خیلي  GVشود که دقت کلاس يمموجب  SVM-DTو 

ي کننده ويشارت بهبود نیابد و يا حتي بندطبقهنسبت به 

بالاي اين کلاس در  نسبتاًکاهش نیز پیدا کند. البته دقت 

تمايز اين کلاس از سايرين  دهندهنشان هاروشتمام 

در اين کلاس نسبت  SVM-DTبود دقت روش . بهباشديم

. استروند مناسب طرح درختي  دهندهنشان SVMبه 

ي شهري منطقهدر اين کلاس هم مانند کلاس  متأسفانه

اما ؛ است شدهيبندطبقهدانش مکاني موجب کاهش دقت 

توان يمآورده شد  Urبا همان استدلال قبل که در کلاس 

آموزش  درروندتوازن گفت که دانش اولیه موجب ايجاد 

 .شده است SVMي کننده بندطبقه

ين اهداف اين ترمهمي جنگلي از هاگونه يبندطبقه

پیشنهادي  روشکه بر اين اساس عملکرد  بوده استتحقیق 

ي جنگل هاکلاساهمیت بیشتري دارد.  هاکلاسدر اين 

. استداراي پراکنشي بسیار نزديک به هم و بسیار پیچیده 

ي دوسطحي بین هاپراکنشي حجمي مختلف، هاپراکنش

ي بین شاخ دوقطبتنه درختان و زمین و همچنین پراکنش 

 دهندهنشانوجود دارد که خود  هاکلاسدر اين  هابرگو 

 از يکديگر است. وجود دانش هاآندشوار بودن تفکیک 

 استفیزيکي کافي که بخشي از دانش حاصل از داده 

ي جنگل هاکلاسلوب در ي مطبندطبقهي اساسي لازمه

ي بندطبقهیري در گچشم. به همین دلیل افزايش است

جود نسبت به ويشارت و SVM-DTو  SVMي هاکننده

 10افزايش يک  SVMنسبت به  SVM-DTدارد. روش 

. در طرح است ايجاد کرده Orدقت کلاس در درصدي 

ديگر  از دو کلاس کلاساين  جدا شدني اولويت با بندطبقه

Sb  وPw  به کمک  موقعبهبود همین ايجاد يک اولويت

. دقت شده استخبره موجب افزايش دقت اين کلاس  دانش

به کمک دانش مکاني به ترتیب  Sbو  Or ،Pwي هاکلاس

که  طورهمان. است يافتهيشافزادرصد  4و  16، 6نزديک 

يا  هاکلاستر بیان شد دانش مکاني بر روي ساير یشپ

افزايش محسوس  یر منفي داشت اما موجبتأثتأثیر و يا يب

ي هاکلاس. پراکنش شده استي جنگل هاکلاسدقت در 

اند و با داشتن اطلاعات يکنزدجنگل به يکديگر بسیار 

توان به نتايج قابل اتکايي ينممربوط به يک تک پیکسل 

هاي بهینه باعث بهبود نتايج در دو يژگيورسید. انتخاب 

همچنین اضافه کردن دانش . شده است Sbو  Pwکلاس 

عدم  چراکه بوده است مؤثر Orاولیه تنها در دقت کلاس 

 ي بیشتر در تفکیک اين کلاس از سايرداده آموزشتوازن 

 .استمحسوس  ي جنگلهاکلاس
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 گیرییجهنت -6

براي داده  SVM-DT يبندطبقهدر اين مقاله روش 

توسعه داده شد. در  رادار با روزنه مصنوعيپلاريمتري 

)دانش اولیه، دانش  گانهسهي هادانشروش پیشنهادي 

-SVM يبندطبقهحاصل از داده و دانش خبره( در فرآيند 

DT  در روش  شد. کار گرفتهبراي داده پلاريمتري به

دانش حاصل از داده )آماري، فیزيکي پیشنهادي اين مقاله، 

و مکاني( در مراحل تعیین طرح درختي، ويژگي براي 

هاي يژگيوو همچنین در انتخاب  SVMنده ي کنبندطبقه

شود. همچنین دانش اولیه براي يم کار گرفتهبهینه به 

 SVMي کننده بندطبقهي آموزشي در هادادهتوازن تعداد 

شود. درنهايت دانش خبره نیز در دو مرحله يماستفاده 

هاي بهینه يژگيوايجاد طرح درختي و همچنین انتخاب 

ها براي يشآزماشود. يماده در روش پیشنهادي استف

ي کننده بندطبقهارزيابي نتايج روش پیشنهادي با شش 

با تمام  SVMي کننده ويشارت، بندطبقهطراحي شد. 

 SVM-DTها، يژگيوبا تمام  SVM-DTها، يژگيو

شيءمبنا همراه با  SVM-DTها، يژگيوشيءمبنا با تمام 

شيءمبنا با انتخاب ويژگي و  SVM-DTانتخاب ويژگي و 

ها به شرح زير يشآزماين نتايج اين ترمهمدانش اولیه. 

 است.

درصد است که  100 هاروشدقت کلاس آب در تمام 

س از ين دلیل آن تمايز بسیار زياد پراکنش اين کلاترمهم

تلف دانش یر سطوح مختأثبنابراين ؛ باشديم هاکلاسساير 

 اين کلاس محسوس نیست. در تحقیق در مورداستفاده

ي مختلف متفاوت است. هاروشبا  Urدقت کلاس 

و ويشارت به ترتیب نتايج بهتري  SVM-DT ،SVMروش 

دهند. اضافه کردن دانش مکاني به اين کلاس يمرا ارائه 

هاي بهینه و يژگيویر منفي دارد. همچنین انتخاب تأث

 دانش اولیه اثر مثبتي بر اين کلاس داشتند.

ي ديگر در هاکلاسبرخلاف تمام  GVلاس دقت ک

با  SVMنسبت به  ي کننده ويشارت دقت بهتريبندطبقه

دارد. اضافه کردن دانش مکاني مانند کلاس  هايژگيوتمام 

Ur یجه درنتیر مثبت ندارد. دانش اولیه بهبود نسبي تأث

 کند.يماين کلاس ايجاد 

( به دلیل Sbو  Or ،Pwي جنگل )هاکلاسدقت 

مطلوب  اصلاًويشارت  روشدر  هاآننزديکي پراکنش 

 SVMه باعث بهبود نتايج نسبت ب SVM-DTنیست. روش 

 هاکلاسساير  برخلافش مکاني شود. اضافه کردن دانيم

هاي بهینه يژگيودر اين کلاس بسیار مثبت است. انتخاب 

یر مثبت دارد. دانش تأث Sbو  Pwنیز بر روي دو کلاس 

شود و يمباعث بهبود نسبي  Orه تنها در دقت کلاس اولی

 تأثیر است.يبيباً تقردر دو کلاس ديگر 

مطابق نتايج روش پیشنهادي اين تحقیق افزودن 

اطلاعات جانبي موجب پايداري روند آموزش روش 

 و همچنین بهبود دقت آن داده پلاريمتري يبندطبقه

لاعات و دانشي شود در کنار اطيمبنابراين توصیه ؛ شوديم

نش و همچنین دا آيديمکه از داده پلاريمتري به دست 

ير از سا که در اين مقاله استفاده شد، ياخبرهاولیه و 

 اطلاعات مانند اطلاعاتي از جنس خاک، شیب در منطقه و

 استفادهدر تحقیقات آتي  ،ي کاربري موجودهانقشهيا 

 شود.

 یسپاسگزار

ه کانادا براي اجاز يدارجنگلاز همکاري سازمان 

 .نمايیميمقدرداني  تشکر و 2-رادارستاستفاده از داده 
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