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هاي طبقه بندي کننده چندگانه فازي براي ادغام داده ارائه يک سيستم

 فراطيفي و ليدار

 بهناز بيگدلي

 دانشگاه صنعتي شاهرود -استاديار دانشکده مهندسي عمران 
 bigdeli@shahroodut.ac.ir 

 (7931 آبان، تاريخ تصويب 7939 مهر)تاريخ دريافت 

 دهيچک

هاي حاصل از عوارض مختلف باعث شد ادغام داده ييجش از دور و ضعف آنها در شناساهاي مختلف سنهاي سنجندهمحدوديت

هاي اخير دو هاي مختلف کنوني، در سالرد. در ميان سنجندهيهاي مختلف به منظور بهبود نتايج طبقه بندي مورد توجه قرار گسنجنده

هاي حاصل از ليدار اطلاعات ارتفاعي مناسبي را از اند. دادهبوده بندي زمين بسيار پرکاربردسنجنده فراطيفي و ليدار به منظور طبقه

کنند. کنند در حالي که اطلاعات طيفي ضعيفي از عوارض ايجاد ميعوارض زميني به ويژه عوارض داراي ارتفاع مانند ساختمان فراهم مي

کنند وارضي مانند خاک، آب و چمنزارها فراهم ميهاي فراطيفي اطلاعات طيفي مناسبي از عهاي حاصل از سنجندهن حال دادهيدر هم

ستم طبقه ياز مفهوم س ،بندي بهتر عوارض زمينيتحقيق پيش رو به منظور طبقه ولي اطلاعات ارتفاعي مناسبي از آنها در دسترس نيست.

هر دو داده  يبرااج فضاي ويژگي پس از استخر کند.استفاده مي هاي فراطيفي و ليداربراي طبقه بندي داده فازي کننده چندگانه يبند

فراطيفي و ليدار، از روش طبقه بندي فازي نزديکترين همسايگي براي طبقه بندي فازي هر داده استفاده خواهد شد. روش ادغام مورد 

سيستم  به منظور ارزيابي هر چه بيشتر روش پيشنهادي، يک باشد.روش الگوي تصميم گيري مي ،براي ادغام تصميمات فازياستفاده 

شود. در قسمت تک مقداري از طبقه طبقه بندي کننده چندگانه تک مقداري نيز به منظور مقايسه نتايج با روش پيشنهادي فازي ارائه مي

راي شود و در ادامه روش ادغام بيزين ببراي طبقه بندي هر داده بصورت مجزا استفاده مي (SVM)پشتيبان  ي کننده ماشين برداربند

روش پيشنهادي روي داده فراطيفي و ليدار دانشگاه هيوستون  گيرد.تصميم گيري مورد استفاده قرار مي ج طبقه بندي در سطحادغام نتاي

بوده است. اين درحالي است  %88و  %17هاي ليدار و فراطيفي و محوطه شهري اطراف آن پياده سازي شد. نتايج طبقه بندي فازي داده

ها باعث بهبود طبقه بندي را ايجاد کرده است. استفاده از ادغام طبقه بندي کننده %31ها دقت دي کنندهکه سيستم فازي ادغام طبقه بن

در حالت فازي در نهايت بيشترين  کننده چندگانه دهد سيستم طبقه بنديبه علاوه اين تحقيق نشان مي شود.هاي زميني ميکلاس

 کند.حاصل مي هاي تک مقداريافزايش دقت را در مقايسه با سيستم

 يتک مقدار ي، طبقه بنديفاز يدار، طبقه بندي، داده ليفيکننده چندگانه، داده فراط يطبقه بند يهاستميس :يديکل ياهواژه
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 مقدمه -1

هاي فراوان در با توجه به رشد روزافزون و پيشرفت

هاي مختلف در سنجش از دور، زمينه توليد سنجنده

تر مورد توجه ت بيشتر و دقيقپردازش و استخراج اطلاعا

استفاده از  فراوان متخصصين اين حوزه قرار گرفته است.

مزاياي بسيار  ،آمده از چندين سنجندهدستهاي بهداده

هاي حاصل از مقايسه با استفاده از داده زيادي در

هاي منفرد دارد. براي نمونه، استفاده از انواع سنجنده

هاي مختلف سبب ق سنجندهشده از طريهاي برداشتداده

افزايش دقت مکاني و طيفي در فرايند مشاهده و تخمين 

به همين دليل امروزه، ادغام و ترکيب . [7شود ]مي

منظور دستيابي به اطلاعات جديد که هاي مختلف بهداده

هاي هاي اطلاعاتي مفيد در هر يک از دادهحاوي جنبه

 علاوهله ئمس ايناي دارد. اوليه باشد، جايگاه ويژه

کشاورزي و تهيه نقشه از مناطق مانند متداول هاي حوزهبر

مديريت هاي کاربرد هاي جديدي ماننددر حوزه شهري،

و تشخيص اتوماتيک  هاي محيطيکنترل ،بلاياي طبيعي

 .[2]رودبه کار مينيز  عوارض

 يبراهاي بسيار متنوعي هاي اخير، روشدر سال

هاي مختلف ارائه شده است. اخهبندي اطلاعات در شطبقه

، 2، بيشترين شباهت7هاي کمترين فاصلهکنندهبنديطبقه

و  4ترين همسايگينزديک K، 9هاي بردار پشتيبانماشين

هاي هاي ديگر از جمله روشبسياري طبقه بندي کننده

ها با توجه پايه در اين زمينه هستند. بسياري از اين روش

هاي سنجش از دوري و با توجه هاي متفاوت دادهبه ويژگي

، با اعمال تغييرات و بهبودهايي آنهابه کاربردهاي مختلف 

ها بکار برده شدند. به طور کلي بندي دادهبه منظور طبقه

هاي توان به دو دسته روشبندي را ميهاي طبقهروش

بندي هاي طبقهو روش 7بندي مطلق يا تک مقداريطبقه

بندي براساس نوع ن تقسيمبندي کرد. ايفازي تقسيم

بندي طبقهپذيرد. صورت مي بنديخروجي طبقه

هر پيکسل تصويري را تنها به يک  ،هاي مطلقکننده

بندي دانند در صورتي که طبقهکلاس متعلق مي

هاي فازي هر پيکسل را با درجات عضويت مختلف کننده

 کنند.مي منتسبهاي مختلفي به کلاس

                                                           
1 Minimum Distance 
2 Maximum likelihood 

3 Support Vector Machine (SVM) 

4 K-nearest neighbor (KNN) 
5 Crisp 

هاي فراطيفي، طبقهطلق دادهدر زمينه طبقه بندي م

، درخت  [9]هايي مانند بيشترين شباهتبندي کننده

 ، الگوريتم ژنتيک[7] هاي عصبي، شبکه[4] گيريتصميم

-8] هاي براساس هسته مرکزي و تخمين بيزين، روش[1]

هاي فراطيفي با مورد دادهدر مورد استفاده قرار گرفتند.  [1

طيفي مشکل پديده هيوز توجه به حجم بالاي اطلاعات 

پديده هيوز به اين معناست که اگر [. 3-71]وجود دارد 

هاي آموزشي ثابت باشد، دقت طبقه بندي با تعداد داده

از اين  فضا )تعداد باندها( کاهش خواهد يافت.  ابعاد افزايش

هاي هاي غيرپارامتريک مانند شبکهبندي کنندهرو طبقه

-بندي دادهبراي طبقه عصبي و درخت تصميم گيري اغلب

هاي بر روند. در اين ميان روشبکار مي  هاي فراطيفي

بندي هاي عصبي جايگزين مناسبي براي طبقهمبناي شبکه

بندي داده فراطيفي به هاي پيشين به منظور طبقهکننده

کند  ،هاي عصبيرسيدند. اگرچه مشکل روش شبکهنظر مي

که براي  باشدو آهسته بودن آنها در مرحله آموزش مي

هاي فراطيفي اين مشکل هاي با حجم بالا مانند دادهداده

از  يکي دو دهه اخيربزرگتر خواهد بود. از اين رو در 

بندي داده براي طبقه (SVM)پشتيبان هاي بردار ماشين

هاي پيشين بندي کنندهفراطيفي و غلبه بر مشکلات طبقه

هاي ردترين روشترين و پرکارباستفاده شد. يکي از معروف

هاي بردار پشتيبان هستند بندي نظارت شده ماشينطبقه

هاي بردار اخيراٌ ماشين .[77شد ] ارائه Vapnikکه توسط 

هاي بندي دادهپشتيبان به صورت موفقت آميزي در طبقه

و  Camps-vallsسنجش از دور فراطيفي بکار برده شدند. 

ردار پشتيبان هاي ببندي کننده ماشينهمکاران از طبقه

بندي داده فراطيفي استفاده کردند که باعث براي طبقه

 هاي ديگر شدبندي کنندهافزايش دقت در مقايسه با طبقه

هاي فراطيفي . يکي از نکات قابل توجه در مورد داده[8]

تواند حاوي هايي در تصوير است که ميوجود پيکسل

دسته از اطلاعات مربوط به چندين کلاس باشد. وجود اين 

بندي اين نوع داده را با هاي فراطيفي، طبقهاطلاعات در داده

سازد. از هاي مطلق ناکارآمد ميبندي کنندهاستفاده از طبقه

بندي اين رو تاکنون تحقيقاتي نيز در زمينه استفاده از طبقه

هاي فراطيفي بندي دادههاي فازي به منظور طبقهکننده

همکاران در تحقيق خود به و  Pepeصورت پذيرفته است. 

هاي فازي و مطلق در بندي کنندهمقايسه کارايي طبقه

بررسي [. 72]هاي سنجش از دور پرداختند بندي دادهطبقه

هاي نتايج اين تحقيق نشان داد که به علت وجود پيکسل
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هاي بندي کنندههاي سنجش از دور، طبقهمختلط در داده

تک   يا هاي مطلقي کنندهبندتر از طبقهفازي بسيار دقيق

کنند. نتايج اين تحقيق باعث تشويق هر عمل مي يمقدار

هاي بندي کنندهچه بيشتر محققين براي استفاده از طبقه

هاي فراطيفي گرديد. بندي دادهفازي به منظور طبقه

Yamany بندي فازي را به و همکاران يک سيستم طبقه

راطيفي بکار منظور تشخيص اتوماتيک هدف روي داده ف

بندي فضاي . روش پيشنهادي براساس تقسيم[79بردند ]

هايي است که براساس الگوريتم هاي طيفي به خوشهکانال

شود. در ادامه انجام مي means-cفازي  7بنديخوشه

بندي هر پيکسل براساس محاسبه درجه عضويت طبقه

شود. روش پيشنهادي روي خاصي براي هر خوشه انجام مي

هاي فراطيفي بکار برده شد. نتايج نشان از ز دادهيکي ا

کارايي بالاي روش پيشنهادي در زمينه تشخيص اتوماتيک 

 اهداف داشت.

هايي که اين هاي ليدار و به علت قابليتبا حضور داده

داده در ايجاد اطلاعات مناسب سه بعدي، شدت روشنايي 

مناسب از سطح عوارض داشت، و اطلاعات ارتفاعي 

بندي سطح زمين بيش از ها به منظور طبقهاده از آناستف

تحقيقات انجام شده در [. 74-77] پيش گسترش يافت

هاي ليدار از نظر نوع داده مورد بندي دادهزمينه طبقه

و  استفاده )اطلاعات ارتفاعي، اطلاعات شدت روشنايي

هاي ترکيب اطلاعات اين دو دسته اطلاعات( از نظر روش

د استفاده )نظارت شده و نظارت نشده( و بندي مورطبقه

هاي بکار برده شده )دو کلاس يا تعداد تعداد کلاس

توانند مورد هاي بيشتر براي عوارض مختلف( ميکلاس

هاي ليدار در اولين بندي دادهبررسي قرار گيرند. طبقه

مراحل خود تنها با استفاده از اطلاعات شدت روشنايي 

ين راستا تحقيقات زيادي . در هم[71] صورت پذيرفت

هاي ليدار به منظور استخراج همين بخش از داده درتنها 

 [78-73] و پوشش گياهي [71] عوارضي نظير ساختمان

هاي ارتفاعي در کنار اما در ادامه استفاده از داده؛ انجام شد

هاي بندي دادههاي شدت روشنايي به منظور طبقهداده

هاي از داده به علاوه[. 21]ليدار مورد توجه قرار گرفت 

ليدار و تصاوير در کنار هم و به منظور بهبود نتايج 

 بندي و تعريف ادغام در سطح داده نيز استفاده شدطبقه

. علاوه بر تفاوت تحقيقات انجام شده در [22-27]

هاي ليدار از نظر نوع داده مورد استفاده، بندي دادهطبقه

                                                           
1 Clustering 

د استفاده در تحقيقات براساس تعداد کلاس مور

 از Helmboldو  Lodhaباشند. بندي نيز متفاوت ميطبقه

هاي بردار پشتيبان به منظور کننده ماشينبنديطبقه

هاي ساختمان، درخت، هاي ليدار به کلاسبندي دادهطبقه

. به منظور رفع [29] زار استفاده کردندجاده و چمن

هاي ادهمختلط مانند آنچه براي د يهامشکل وجود نمونه

بندي فازي به منظور هاي طبقهفراطيفي ذکر شد، از روش

 Caoهاي ليدار استفاده شد. در اين زمينه بندي دادهطبقه

يک روش نظارت نشده فازي را براساس زنجيره مارکو براي 

. در اين [24] هاي ليدار و تصاوير اپتيکي بکار بردادغام داه

هاي ليدار دهروش اطلاعات بافتي مکاني از سطح دا

شد و در کنار آن و بصورت همزمان منطق استخراج مي

بندي مطلق استفاده شد. فازي براي کاهش خطاهاي طبقه

 Brzank, Heipkeبندي هاي ليدار به منظور طبقهاز داده

 ها به نقاط آب و غيرآب در نواحي ساحلي استفاده نمودآن

[27.] 

هاي تفاوت دادههاي مها و ويژگيبا توجه به توانايي

فراطيفي و ليدار در شناسايي عوارض مختلف زميني، 

استفاده همزمان از اين دو نوع داده به منظور بهبود نتايج، 

ق مورد استفاده قرار گرفت. بسياري از يدر چند تحق

تحقيقات صورت گرفته در زمينه استفاده همزمان از 

هاي فراطيفي و ليدار بر شناسايي، تشخيص و داده

هاي درختي متمرکز سازي نواحي جنگلي و گونهدلم

از ادغام  2118و همکاران در سال  Dalponte اند.بوده

بندي نواحي هاي فراطيفي و ليدار به منظور طبقهداده

در سال  Zhang, Qiu [.21کردند ]جنگلي پيچيده استفاده 

هاي عصبي براي از يک روش بر مبناي شبکه 2172

هاي فراطيفي و ليدار ختي روي دادههاي درتشخيص نمونه

. هدف آنها تهيه يک نقشه به منظور [21] استفاده کردند

 هاي درختان در مناطق شهري بوده است. نشان دادن نمونه

Zhao  و  يفيفراطادغام داده  2179همکاران در سال و

ها انجام کنند يستم ادغام طبقه بنديک سيدار را تحت يل

، به منظور کاهش ابعاد فضا از يفيه فراطداد يدادند. آنها برا

 ياستفاده کردند و سپس طبقه بند MNFو  PCA يهاروش

بکار  يفيداده فراط يطبقه بند يمختلف را برا يهاکننده

ن از يزم يجداساز يبرا ييلترهاين از فيبردند. آنها همچن

ج طبقه يدار استفاده کردند. در انتها نتاين در داده ليرزميغ

 يهر دو داده، توسط روش رأ يمختلف برا يده هاکنن يبند

در  ييدقت بالا يشنهاديگر ادغام شد. روش پيکديبا  يريگ
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و  Liao. [28]جاد کرده استيا ينيعوارض زم يطبقه بند

گراف به  يک روش بر مبناياز   2174همکاران در سال 

از داده  ياستخراج يهايژگيمنظور کاهش ابعاد و ادغام و

 يگريق دي. در تحق[23]دار، استفاده کردنديو ل يفيفراط

Uhlmann  يستم ادغام طبقه بنديک سيو همکاران از 

دار استفاده کردند. در يول يفيادغام داده فراط يها براکننده

 يگريد يهايژگيو و يفيط يژگيو ين مرحله آنها تعدادياول

ک يجاد کردند. سپس هر يا يفيداده فراط يبرامانند گبور را 

د يک داده جديدار به عنوان يها را در کنار داده ليژگين وياز ا

ج طبقه يت نتايهر داده، در نها يفرض کردند و با طبقه بند

نتايج روش پيشنهادي در اين گر ادغام کردند. يکديرا با  يبند

دار هيوستون، نشان از بهبود يتحقيق براي داده فراطيفي و ل

ي داشته دقت طبقه بندي در شناسايي عوارض زمين

ن بر طبقه يش از ايکه پمذکور  مقالات يبررس .[91]است

دار استوار يو ل يفيفراط يهاعوارض از داده ييو شناسا يبند

تواند باعث بهبود ين دو داده ميدهد ادغام ايبودند، نشان م

طبقه بندي فازي اين دو نوع ژه يشود. به و يدقت طبقه بند

 .ا حاصل کندتواند بهبود دقت بيشتري رداده مي

 يفيفراط يهاق ادغام دادهين تحقيدر ا يشنهاديروش پ
 ينيهر چه بهتر عوارض زم ييدار را به منظور شناسايو ل

انجام  يريم گيک روش ادغام داده در سطح تصميبراساس 
و  يفيداده فراط يبرا يژگيو يدهد. پس از استخراج فضايم
 يبقه بندط ،هاکننده يستم توسط طبقه بنديدار، دو سيل
 يهااز روش يکيتوسط  يج طبقه بنديشوند و در انتها نتايم

 گر ادغام خواهد شد.يکديها با کننده يادغام طبقه بند

 کننده چندگانه يطبقه بند يهاستميس  -2

عنوان بالاترين سطح از گيري بهادغام در سطح تصميم
شود. در اين سطح از ادغام پس از ها مطرح ميادغام داده

هاي ورودي و اتخاذ تصميمات، با يز هر يک از دادهآنال
استفاده از الگوريتم منطقي يا آماري مناسب، تصميمات 

 ،شوند. بنابراين در اين سطحشده با يکديگر ادغام مياتخاذ
هاي شده از طريق سنجندههاي برداشتامکان ادغام داده

ر غيرمتشابه با يکديگر و حتي با ديگر اطلاعات سنجش از دو

ها و کنندهبندياي از طبقهميسر است. فرايند ايجاد مجموعه
-منظور دستيابي به طبقهادغام نتايج آنها با يکديگر به

-بنديتر از هر يک از طبقهاي با نتايج دقيقکنندهبندي

ها نام کنندهبنديکار برده شده، ادغام طبقههاي بهکننده
لفي مانند ترکيبي از هاي مختاين مفهوم با نام [.97]دارد

کننده بنديهاي طبقهکننده، سيستمبنديچند طبقه
اي از شوند، آميزهناميده مي MCS چندگانه که به اختصار

ها شناخته کنندهبنديصورت کلي ادغام طبقهيا به 7هاخبره
-هاي طبقههاي ادغام در سيستم. روش[97-92] شده است

خروجي به دو گروه چندگانه، براساس نوع کننده بندي
و  "بر خروجي مطلقهاي مبتنيروش"شوند: تقسيم مي

بر هاي مبتني. روش"بر خروجي فازيهاي مبتنيروش"

شوند هايي اعمال ميکنندهبنديخروجي مطلق روي طبقه
که خروجي آنها تک مقداري است و هر عضو از داده را به 

 دانند. از آنجا که تصميم هريک کلاس متعلق مي
متفاوت از ديگري است، خروجي همه کننده بنديطبقه
هاي مختلف است. ها، برداري از تصميمکنندهبنديطبقه
هاي ادغام تک مقداري از اين بردار براي ايجاد تصميم روش

کنند. روش هايي مانند نهايي حاصل از ادغام استفاده مي
 د.گيرنرأي گيري و روش ادغام بيزين در اين دسته قرار مي

-بندياساس خروجي فازي از طبقههاي بردر روش

کننده بنديشود. هر طبقههاي پايه فازي استفاده ميکننده
کند و يک بردار را در خروجي ايجاد مي ،از اين نوع

ها يک ماتريس را ايجاد اي از طبقه بندي کنندهمجموعه
 (DP). اين ماتريس پروفيل تصميم گيري يا کنندمي

پروفيل تصميم گيري را نمايش  7شود. شکل ناميده مي
هايي مانند دمپستر شافر و الگوي تصميم دهد. روشمي

 [.97گيرند]هاي ادغام فازي قرار ميگيري در دسته روش

 
هاي طبقه بندي کننده پروفيل تصميم گيري در سيستم -7شکل

 چندگانه فازي

  يشنهاديروش پ -3

هاي مختلف و مزاياي سنجنده با توجه به معايب
هاي فراطيفي و ليدار، استفاده سنجش از دور به ويژه داده

تواند بر معايب و همزمان از اين دو نوع سنجنده مي

ها غلبه کند و از مزاياي هر دو هاي هر يک از دادهعفض
 داده بهره مند شود. 

 

                                                           
1 Mixture of experts 
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هاي نمايشي از روش پيشنهادي را براي ادغام داده 2شکل 

 بندي کنندهطبقهاطيفي و ليدار براساس يک سيستم فر

دهد. روش پيشنهادي شامل فازي، نمايش مي چندگانه

مراحل استخراج فضاي ويژگي، طبقه بندي و در انتها 

ادغام طبقه بندي کننده هاست. به منظور بررسي و 

ارزيابي هر چه بهتر روش پيشنهادي براساس يک سيستم 

هاي تک قه بندي کنندهفازي، يک سيستم ادغام طب

مقداري نيز براي ادغام داده فراطيفي و ليدار بکار برده 

خواهد شد. از اين رو روش پيشنهادي در دو بخش سيستم 

فازي و سيستم  چندگانه پيشنهادي طبقه بندي کننده

تک مقداري مورد  کننده چندگانه پيشنهادي طبقه بندي

ن مرحله از در اولي 2مطابق شکل  گيرد.بررسي قرار مي

هاي فراطيفي داده يروش پيشنهادي استخراج ويژگي برا

 پذيرد. و ليدار صورت مي

 
 هاي فراطيفي و ليدار در حالت فازيروش پيشنهادي براي ادغام داده -2شکل

 

طبقه بندي کننده فازي مورد استفاده در اين بخش، 

روش ادغام مورد  طبقه بندي فازي نزديکترين همسايگي و

 استفاده روش ادغام الگوي تصميم گيري است.

 يفاز کننده چندگانه يستم طبقه بنديس -3-1

 استخراج فضاي ويژگي -3-1-1

شود در اولين مرحله از روش پيشنهادي سعي مي

داده فراطيفي و ليدار با استخراج  يبرافضاي ويژگي 

ي بهتر ها گسترش يابد. به منظور بررستعدادي از ويژگي

هاي طيفي روي داده داده فراطيفي تعدادي از ويژگي

ها را با شوند. اين ويژگيفراطيفي محاسبه و استخراج مي

در  .[99]شناسندنيز مي VIيا  7هاي گياهينام ويژگي

                                                           
1 Vegetation Index 

شوند و از يافزوده م ياصل يها به باندهايژگين ويادامه ا

اين  د.استفاده خواهد ش يآنها در مرحله طبقه بند يتمام

هاي گياهي ترکيبي از دو يا بيشتر طول موج ويژگي

هاي باشند تا به وسيله آنها ويژگيبرگشتي از سطوح مي

 .خاصي از گياهان معلوم و مشخص شود
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 فضاي ويژگي براي داده فراطيفي -7جدول

 

 فضاي ويژگي براي داده ليدار -2جدول

 
 

هاي گينام و روابط رياضي مربوط به ويژ 7جدول 

دهد. علاوه بر استخراجي از داده فراطيفي را نمايش مي

ها براي داده ليدار نيز استخراج داده فراطيفي، ويژگي

 يبرا گيژيو يروابط مربوط به فضا 2جدول خواهد شد. 

هاي بافت و توپوگرافي ويژگيدهد. يش ميدار را نمايداده ل

ابط بين اساس روهاي بافت برويژگياز اين دسته هستند. 
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هاي اطراف آن و پيکسلمقادير رقومي هر پيکسل از داده 

همسايگي به صورت محلي يا در کل تصوير  در يک پنجره

 شوند.محاسبه مي

 Gray Level Co-occurrence Matrix که در اختصار

هاي شود، از مهمترين ويژگينمايش داده مي GLCMبا 

باشد. در اين بافت مورد استفاده براي آناليز تصاوير مي

روش آماري به منظور استخراج اطلاعات بافتي، اطلاعات 

-در نظر گرفته مي GLCMها در ماتريس مکاني پيکسل

. در اين ماتريس وابستگي مکاني درجات [94]شود

به علاوه اپراتور   شود.خاکستري همسايه نمايش داده مي

هاي آماري آناليز بافت وريانس يکي از مفيدترين روش

همسايگي ها در يک اساس اختلافات بين پيکسلبر

 براساس پنجره است.

واريوگرام به عنوان يک اپراتور آماري در خانواده 

[. با توجه به اينکه روش 97گيرد]وريانس قرار مي

هاي بندي همزمان دادهپيشنهادي به منظور طبقه

 DSMيا  7فراطيفي و ليدار براساس مدل سطحي رقومي

کند، نياز است علاوه بر ميعمل حاصل از ليدار 

هايي که بيان کننده بافت سطح ليدار باشند از ويژگي

. کنداستفاده  DSMهايي به منظور بررسي سطح ويژگي

هاي توپوگرافي ليدار ناميده شد ها، ويژگياين دسته ويژگي

 DSMريليف و ه شامل ويژگي شيب، جهت، ناهمواري، ک

ها بررسي و ته از ويژگيباشند. هدف اين دسنرماليزه مي

 باشد. مي DSMنشان دادن توپوگرافي سطح 

نزديکترين  kطبقه بندي کننده فازي  -3-1-2

 همسايگي

هاي ليدار و فراطيفي بندي دادهبه منظور انجام طبقه

پس از مرحله استخراج ويژگي، روي هر داده به صورت 

بندي مورد شود. طبقهبندي فازي انجام ميمجزا طبقه

 kبندي کننده فازي ستفاده در اين تحقيق طبقها

بندي باشد. مفهوم اوليه طبقهنزديکترين همسايگي مي

کننده نزديکترين همسايگي بسيار ساده و گويا است. 

ش براساس کلاس نزديکترين ها در اين روداده

از اين رو در اين روش شوند. بندي ميها طبقههمسايگي

ها بيشتر از تعداد همسايگيبهترين حالت زماني است که 

نزديکترين همسايگي  kيکي باشد. در ادامه اين روش را با 

                                                           
1 Digital Surface Model 

هاي نيز نمايش دادند. اين روش از دسته روش KNNيا 

هاي آموزشي بندي نظارت شده است که نياز به دادهطبقه

هاي دارد. يکي از مشکلات اين روش مانند ساير روش

نمونه نامعلوم را تنها بندي تک مقداري اين است که طبقه

هايي کنند. اين نکته براي نمونهبه يک کلاس متعلق مي

که با يکديگر همپوشاني دارند باعث ايجاد مشکل و کاهش 

شود. براي رفع اين مشکل روش فازي بندي ميدقت طبقه

k  نزديکترين همسايگي ياFKNN  براساس تئوري فازي

 شود.مطرح مي
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ين ينمونه نامعلوم است که هدف تع xدر اين رابطه 

کلاس آن است. 
ixهاي آموزشي و ها نمونهixx   تابع

 .[91]هاي آموزشي و نمونه نامعلوم استفاصله بين نمونه

 FKNNنزديکترين همسايگي يا  kبندي کننده فازي طبقه

را براساس تابع عضويتي به  ه تلاش دارد تا هر نمون

 kهاي مختلف متعلق کند. اساس الگوريتم فازي کلاس

نزديکترين همسايگي اين است که تابع عضويت به عنوان 

شود، نزديکترين همسايگي مطرح مي kتابعي از فاصله از 

 .بيان شود 7تواند مطابق رابطه اين تابع عضويت مي

 گيري روش ادغام فازي الگوي تصميم -3-1-3

، پس از ايجاد در آخرين مرحله از روش پيشنهادي

بندي هاي فراطيفي و ليدار و طبقهداده يبرافضاي ويژگي 

 kبندي کننده فازي هر دو داده با استفاده از طبقه

ها براي فراهم بندي کنندنزديکترين همسايگي، نتايج طبقه

ه شوند. با توجه بگيري بکار برده ميکردن پروفيل تصميم

دو داده فراطيفي و ليدار،  يبرابندي کننده وجود دو طبقه

 C*2پروفيل تصميم گيري براي اين روش يک ماتريس 
هاي موحود در دو داده تعداد کلاس Cخواهد بود که 

باشد. پس از ايجاد پروفيل تصميم فراطيفي و ليدار مي

 يالگو"گيري براي هر پيکسل، از روش ادغام فازي 

هاي بندي کنندهبه منظور ادغام طبقه "2تصميم گيري

فازي استفاده خواهد شد. در اين روش هر ستون از پروفيل 

را نشان  jwگيري که مقادير حمايت براي کلاستصميم

گيري يا عنوان الگوي تصميمدهد، بهمي
jDT  در نظر

                                                           
2 Decision Template 
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شود. در اين صورت گرفته مي
jDT  را با کل پروفيل

کنند و مقايسه مي  Sتصميم با استفاده از معيار شباهت

ترين مقدار شباهت موجود، کلاس برنده را مشخص نزديک

توان به شرح زير . مراحل اين روش را مي[97]کندمي

 خلاصه کرد:

       :براي آموزشj=1,…,c  ميانگين)( kzDP براي

هايهمه عضو
jw  از مجموعه دادهZ   محاسبه

عنوان پروفيل تصميم شود و آن را بهمي

يا
jDTدهند.نمايش مي 

(2) )(
1







ZZ

wZ

k

j

j

k

jk

zDP
N

DT 

در اين رابطه    
jNهاي تعداد المانZ  ازjw .است 

      ورودي  دهر اين بخش دادات: يعملnRx 

براي آن ساخته مي DP(x)وارد الگوريتم شده و 

و هر  DP(x)بين  Sشود. معيار شباهت 
jDT 

 [:97]شود محاسبه مي 9 طهمطابق راب

(9) )),(()( jj DTxDPSx  

کننده چندگانه تک  يطبقه بندسيستم  -3-2

 يمقدار

ور که پيشتر ذکر شد به منظور بررسي و ارزيابي همانط

روش فازي پيشنهادي، يک سيستم طبقه بندي کننده 

چندگانه بر اساس طبقه بندي کننده تک مقداري نيز اجرا 

شود. در اين سيستم نيز پس از استخراج فضاي ويژگي، مي

بکار برده مي شود.  SVMطبقه بندي کننده تک مقداري 

هاي داده، نتايج طبقه بندي کننده پس از طبقه بندي هر

ليدار و فراطيفي براساس روش ادغام بيزين با يکديگر 

 شوند.ادغام مي

 بانين بردار پشتيکننده ماش يطبقه بند -3-2-1

بندي هاي طبقههاي بردار پشتيبان يکي از روشماشين

شود و خوانده مي SVMاند که به اختصار شده خطينظارت

پس از [. 77]معرفي شدند Vapnikو  Boserاولين بار توسط 

بصورت  SVM ، طبقه بندي کنندهيژگيو يجاد فضايا

رود. استفاده از هر داده بکار مي يطبقه بند يجداگانه برا

با  يياداده يها براياساده مانند چندجمله يمرکز يهاهسته

ن رو يباشد. از ايکارآمد نم يفيفراط يهاداده يهايدگيچيپ

ه در طبقه يپا يبه عنوان هسته مرکز RBF 7کزيهسته مر

شود. از آنجا که داده مورد ياستفاده م SVMکننده  يبند

 يباشد از روش طبقه بنديش از دو کلاس ميب ياستفاده دارا

SVM  ک استفاده خواهد شد. ي-درمقابل-کيچندکلاسه

 SVMيکي از نکاتي که در بهبود نتايج طبقه بندي بوسيله 

ني دارد، انتخاب بهترين پارامترها براي اين طبقه تأثير فراوا

و  C 2باشد. اين پارامترها شامل پارامتر تنظيمبندي کننده مي

براي هسته مرکزي پارامترهاي هسته مرکزي مانند پارامتر

اي براي هسته مرکزي گوسين و درجه چندجمله

ز روش جستجوي ق اين تحقي. در ا[91]باشدمياي چندجمله

استفاده شد.  SVMبراي يافتن بهترين پارامترهاي  9شبکه

هاي معروف براي انتخاب شبکه يکي از روش يروش جستجو

است که جزييات آن در تحقيق  SVMبهترين پارامترهاي 

Hsu [98]بصورت کامل بيان شده است . 

 نيزيب يروش ادغام تک مقدار -3-2-2

دار پشتيبان روي هاي بربندي ماشيننتايج طبقه

تشکيل يک مجموعه  فراطيفي و ليدار يهاهاي دادهيژگيو

دهد. در اين مرحله از يکي از بندي را مينتايج طبقه

 نيزيها با عنوان روش ببندي کنندههاي ادغام طبقهروش

Naïve Bayes (NB) بندي کنندهبه منظور ادغام نتايج طبقه-

بندي کننده از طبقه قسمتشود. در اين يمها استفاده 

هاي بندي کنندههاي بردار پشتيبان که در دسته طبقهماشين

گيرد استفاده شده است، در نتيجه روش تک مقداري قرار مي

ادغام طبقه  يهااز روش يکيز ين بخش نيمورد استفاده در ا

روش بيزين يا مبناي  است. يتک مقدار يکننده ها يبند

(NB) ها استفاده از تئوري بيز نندهکبنديدر ادغام طبقه

)(که صورتياست. در jsp احتمال اين باشد که

 jsرا به کلاس  x ورودي داده jDده کننبنديطبقه

  الحاق کند، مطابق با مفاهيم استقلال شرطي خواهيم داشت:

(4) )(),...,()(
1

21 



L

i

kiklk wspwssspwSp

 

به کلاس مورد  xاحتمال پسين براي الحاق کردن  و

 شود:بيان مي 7نظر مطابق رابطه 

(7) 
 

c1,...,k   
sp

wspwp

sp

wspwp
swp

l

i
kik

kk
k 



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)()(

)(

)()(
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1 Radial Basis Function 

2 Regularization parameter 
3 Grid search 
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س
ا
 

kwبه کلاس 7 طهاز آنجا که مخرج راب
 

وابسته نيست، 

توان از آن صرف نظر کرد و در انتها ميزان حمايت براي مي

 شود:بيان مي 1طه کلاس مورد نظر با راب

(1) )(),...,()(
1

21 



L

i

kiklk wspwssspwSp

 

 يبه منظور پياده سازي برا NBطراحي عملي روش 

باشد. براي هر طبقه مجموعه داده واقعي به شرح زير مي

بندي کننده 
iD  يک ماتريس ابهامCC   با نام

iCM  با

 (k,s). [97]شود هاي آموزشي حاصل مياستفاده از داده

iامين ورودي اين ماتريس 
skCM هايي از داده تعداد المان ,

است در حالي که توسط kwاست که کلاس واقعي آنها 

اند. متعلق شده swبه کلاس  iDطبقه بندي کننده 
sN 

تعلق دارد.  swاست که به کلاس Zهايي از کل نمونه تعداد

اگر 
k

i
sk NCM /,

به عنوان يک تخمين از احتمال پسين در  

NNkنظر گرفته شود و  به عنوان يک تخمين از احتمال  /

باشد، آنگاه درجه حمايت نهايي براي  kپيشين براي کلاس 

 .باشدمي 1مطابق رابطه  kتوسط هر کلاس  xداده 

(1) 





L

i

i
skL

k

k i
cm

N
x

1

,1

1
)( 

 NBتحقيقات انجام شده نشان داده است که روش 

 Kunchevaکند. نتايج بسيار دقيق و کارآمدي را فراهم مي

ها روي طبقه بندي کنندهرا به عنوان روش ادغام  NBروش 

هاي ننده. طبقه بندي ک[97]هاي مصنوعي بکار برد داده

بيزين بصورت موفقيت آميزي در طبقه بندي متون بکار 

در بکارگيري  Xuتوان به تحقيق رفتند که از اين جمله مي

 . [93]اين روش براي تشخيص دست خط نام برد 

 پياده سازي و ارزيابي نتايج -4

 مجموعه داده -4-1

مجموعه داده هيوستون شامل يک داده فراطيفي و 

DSM  9شکل . باشد يبصورت هم مرجع محاصل از ليدار 

داراي اطلاعات  DSMداده  .دهديش مين داده را نمايا

 قرار دارد. 2012Aبرحسب متر بالاي سطح دريا و در ژئوئيد 

متر اخذ  2.7هر دو داده در قدرت تفکيک مکاني 

باند طيفي در محدوده  744اند. داده فراطيفي شامل شده

ت. داده هيوستون از نانومتر اس 7171نانومتر تا  981

ژوئن  72منطقه دانشگاه هيوستون و نواحي اطراف آن در 

کلاس مختلف  77داراي  اين دادهاخذ شده است.  2172

هاي هاي موجود تعدادي نمونهباشد. براي تمامي کلاسمي

هاي اطلاعات کلاس 9مرجع در دسترس است. جدول 

 دهد.داده هيوستون را نمايش مي

 
 الف

 
 ب

 

 ج

 مجموعه داده هيوستون الف( داده ليدار، ب( داده فراطيفي و ج( داده تست مورد استفاده -9شکل
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ها و واقعيت زميني براي داده اطلاعات کلاس -9جدول

 هيوستون

 نام کلاس شماره
تعداد نمونه 

 مرجع

 738 چمن سالم 7

 731 چمن فشرده 2

 732 چمن مصنوعي 9

 788 درخت 4

 781 خاک 7

 782 آب 1

 731 مسکوني 1

 737 تجاري 8

 739 جاده 3

 737 بزرگراه 71

 787 راه آهن 77

 732 7محوطه پارکينگ  72

 784 2محوطه پارکينگ  79

 787 زمين تنيس 74

 781 مسير دو 77

از هر کلاس موجود شصت درصد نمونه ها به عنوان 

درصد به عنوان داده تست انتخاب  41داده آموزشي و 

 دند.ش

 پياده سازي روش پيشنهادي تک مقداري -4-2

شد، اولين مرحله  انيبپيشنهادي  روشمطابق آنچه در 

داده فراطيفي و ليدار استوار  يبرابر استخراج فضاي ويژگي 

و  7هاي ذکر شده در جداول است. به همين منظور ويژگي

هاي فراطيفي و ليدار محاسبه و بررسي خواهند روي داده 2

 يفيفراطداده  يبراها دادي از مهمترين اين ويژگيتع شد.

نمايش داده شده  7در شکل  داريلداده  يبراو  4در شکل 

نشان  4در شکل  هاي طيفياست. بررسي اين ويژگي

توانند در استخراج و دهد اين دسته اطلاعات ميمي

علاوه  هاي طيفي موثر باشند.شناسايي هر چه بهتر کلاس

 DSMهاي استخراجي روي ي، ويژگيهاي طيفبر ويژگي

هاي مختلفي تواند به شناسايي کلاسليدار مي حاصل از

ها و ساير عوارض سه بعدي کمک کند. مانند ساختمان

ها داده ليدار با تشخيص لبه يهاي بافت براتعريف ويژگي

 اسايي بهتر عوارض زميني شده است.باعث شن

 
 الف

 
 ب

 
 پ

 Water پ( Red Edge Normalized Difference Vegetation Index ، ب(NDVIراي داده فراطيفي شامل الف( ها بويژگي -4شکل

band Index 
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ا
 

 
 الف

 
 ب

 
 پ

 واريوگرام-سمي ، پ( nDSM ها براي داده فراطيفي شامل الف( رافنس، ب(ويژگي -7شکل

 

هاي سطح در شناخت هاي بافت، ويژگيدر کنار ويژگي

ها موثر نند درختان و ساختمانرض سه بعدي ماعوا

داده  يبرا يژگيو يپس از استخراج فضا باشندمي

، طبقه بندي کننده ماشين بردار پشتيبان داريل و يفيفراط

-به منظور طبقه بندي هر داده بصورت مجزا بکار برده مي

ن بردار يماش يمحدوده جستجوي پارامترهاشود. 

]2, 2[درفاصله  C، براي پارامتر بانيپشت 210  و براي

]2, 2[در فاصله  پارامتر 102  باشدمي. 

پس از تشکيل تصوير حاصل از طبقه بندي و 

هاي ابهام، روش ادغام بيزين براي ادغام تصميمات ماتريس

رود. علاوه بر روش ادغام دو طبقه بندي کننده بکار مي

هاي ساده ديگر براساس رأي گيري ن از يکي از روشبيزي

در اين روش از دقت هر  وزندار نيز استفاده خواهد شد.

 ن استفاده خواهد شد.آطبقه بندي کننده به عنوان وزن 

نتايج طبقه بندي را براي سيستم طبقه بندي  4جدول 

 دهد.نمايش مي يشنهاديکننده چندگانه تک مقداري پ

هاي انفرادي تک مقداري براي داده ه بندي کنندهنتايج طبق -4جدول

 فراطيفي و ليدار و ادغام آنها

هاي روش

طبقه 

 بندي

SVM 

روي 

 فراطيفي

SVM 

روي 

 ليدار

ادغام به روش 

رأي گيري 

وزندار 
(WMV) 

ادغام به 

 روش بيزين

(NB) 

 37.3 83.8 11.4 81.13 دقت کلي

 83.1 81.1 14.9 87.89 کاپا

 1و شکل  4نتايج حاصل در جدول مقايسه و ارزيابي 

دهد دقت طبقه بندي براي داده فراطيفي و ليدار نشان مي

درصد است. در حالي که روش ادغام  11و  81به ترتيب 

درصد را بدست آورده است. به علاوه نتايج  37بيزين دقت 

تري نسبت به دهد روش ادغام بيزين روش دقيقنشان مي

 د.باشروش رأي گيري وزندار مي

 
 مقايسه نتايج روش پيشنهادي تک مقداري -1شکل

 يپياده سازي روش پيشنهادي فاز -4-3

 ياجرا يشنهادين بخش روش پيترين و اصليمهمتر

ادغام  يبرا يکننده چندگانه فاز يستم طبقه بنديک سي

 يدار است. پس از استخراج فضايو ل يفيفراط يهاداده

کننده  يدار، طبقه بنديو ل يفيه فراطداد يبرا يژگيو

هر  يطبقه بند يبرا FKNN يگين همسايکترينزد يفاز

رود. در ادامه روش ادغام فازي الگوي داده بکار ميدو 

تصميم گيري به منظور ادغام نتايج طبقه بندي فازي دو 

 .شودداده بکار گرفته مي
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فراطيفي و نتايج طبقه بندي کننده هاي انفرادي فازي روي  -7جدول

 ليدار و ادغام آنها

روش هاي 

 طبقه بندي

FKNN 

روي 

 فراطيفي

FKNN 
 روي ليدار

 يادغام به روش الگو

 (DT) يريم گيتصم

 37.4 17.42 31.4 دقت کلي

 39.1 19.8 88.11 کاپا

 

 
 مقايسه نتايج روش پيشنهادي فازي -1شکل

م فازي را نتايج مربوط به ادغا 1و شکل  7جدول 

، يتک مقدار يشنهاديمانند روش پ نتايج دهد.نمايش مي

هاي طبقه طبقه بندي بوسيله روشنشان از بهبود دقت 

دهد دقت طبقه مي بندي کننده چندگانه دارد. نتايج نشان

 31بندي داده فراطيفي بوسيله روش طبقه بندي فازي 

 17درصد است در حالي که همين دقت براي داده ليدار 

ن دو طبقه بندي کننده در انتها يباشد. ادغام ارصد ميد

کند. اين ادغام باعث بهبود مي درصد را ايجاد 37دقت 

 شود.مي 21درصد و داده ليدار تا  7يفي تا طدقت داده فرا

دقت  1و جدول  8شتر، شکل يب يبه منظور بررس

کلاس  77 يو ادغام را برا يانفراد يبندطبقه يهاروش

ن يا يدهد. بررسيش ميوستون نماياده هموجود در د

ادغام دو داده تحت  يشنهاديدهد، روش پيشکل نشان م

ها شده باعث بهبود دقت در اکثر کلاس يستم فازيک سي

که مربوط به  8و  1 يهاکلاس يه عنوان نمونه براباست. 

دار دقت يباشد، داده ليم يو تجار يمسکون يهاسازه

ن يجاد کرده است. ايا يفيطنسبت به داده فرا يشتريب

دار به علت وجود ين مطلب است که داده ليد اينکته مو

ارتفاع مانند  يدارا يهاتواند کلاسيم ياطلاعات سه بعد

، از اين رو افزودن داده دها را نمايش بهتري دهساختمان

دو کلاس  ليدار به فراطيفي باعث بهبود دقت براي

ي سه کلاس اول که ساختمان شده است. در حالي که برا

مربوط به چمن است، داده فراطيفي اطلاعات طيفي 

کند و افزودن ليدار چندان باعث بهبود مناسبي فراهم مي

 شود.دقت نمي

تصوير حاصل از طبقه بندي به روش  3شکل 

پيشنهادي فازي را براي ادغام داده فراطيفي و ليدار براي 

ش از ن بخيدر آخر دهد.کلاس موجود نمايش مي 77

، دو يشنهاديروش پ يابيسه و ارزيج، به منظور مقاينتا

 شوند. يسه ميمقا يو تک مقدار يفاز يشنهاديروش پ

 
 مقايسه دقت طبقه بندي در روش پيشنهادي براي کلاس هاي داده هيوستون -8شکل
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س
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 نتايج روش پيشنهادي فازي براي پانزده کلاس موجود -1جدول
Fuzzy Fusion (DT) FKNN on LIDAR FKNN on HSI 

دقت  کلاس

هتوليدکنند  
  دقت کاربر

دقت 

هتوليدکنند  
 دقت کاربر

دقت 

هتوليدکنند  
 دقت کاربر

33 33.48 73.1 41.47 31.31 38.31 7 

711 711 97.2 98.72 38.34 31.32 2 

38.31 711 72.8 41.92 38.37 711 9 

31 711 13 14.42 81.7 82.4 4 

38.87 31.4 47.1 71.7 31.11 39.17 7 

38 711 19.2 18.11 31.11 711 1 

32.17 31.8 84.1 88.12 19.77 82.97 1 

83.78 81.7 89.1 81.42 12.41 18.71 8 

81.77 31.1 12.97 19.72 81.27 11.14 3 

31.9 81.7 87.8 11.42 81.97 11.18 71 

37.2 81.17 17.2 71.42 82.22 11.48 77 

4.88  83.17 73.9 41.72 11.17 17.49 72 

13.44 17.1 71.9 77.89 47.91 19.11 79 

31.88 31.88 77.9 71.14 37.11 37.11 74 

38.2 711 78 12 34.2 32.39 77 

 

 

 
 تصوير حاصل از ادغام داده هاي فرطيفي و ليدارتحت روش پيشنهادي سيستم طبقه بندي کننده چندگانه فازي -3شکل

 

 
 مقايسه نتايج روش پيشنهادي فازي -71شکل

و  يتک مقدار يهاکننده يج طبقه بندينتا 71شکل 

ش يدار و ادغام آنها را نمايو ل يفيفراط يهاداده يبرا يفاز

تک  يشنهاديپ يهان روشيسه بيج مقايدهد. نتايم

دو  ادغام يدهد، در هر دو استراتژينشان م يو فاز يمقدار

از آنها  يرا نسبت به استفاده انفراد يترقيجه دقيداده نت

دهد طبقه بندي ميج نشان يجاد کرده است. به علاوه نتايا

تر از طبقه بندي کننده تک دقيق يهاي انفرادي فازکننده

باشد. به علاوه روش ادغام فازي نيز مي SVMمقداري 

 .تر از روش ادغام تک مقداري عمل کرده استدقيق

 نتيجه گيري  -5

هاي طبقه بندي اين تحقيق روشي برمبناي سيستم

هاي فراطيفي و ليدار در کننده چندگانه را براي ادغام داده

 سطح تصميم گيري ارائه داده است.

در روش پيشنهادي پس از استخراج فضاي ويژگي 

هاي فراطيفي و ليدار، طبقه بندي کننده فازي براي داده

FKNN در روش  هر داده بکار برده شد.  براي طبقه بندي

پيشنهادي، با توجه به غني بودن داده فراطيفي از لحاظ 
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اطلاعات طيفي، ويژگي هاي طيفي براي شناسايي گياهان 

و ساير عوارض روي داده فراطيفي بکار مي رود. از سوي 

موجود حاوي اطلاعات  DSMديگر با توجه به اينکه 

تخراج ويژگي هايي مناسبي از ارتفاع عوارض است، اس

مانند شيب، اطلاعات سطوح و ويژگي هاي بافت مي تواند 

 به استخراج بهتر عوارض کمک کند.

نتايج  (DT)در انتها روش ادغام الگوي تصميم گيري 

طبقه بندي حاصل براي داده فراطيفي و ليدار را با يکديگر 

کند. به منظور ارزيابي بهتر روش پيشنهادي، يک ادغام مي

هاي تک مقداري نيز م مجموعه طبقه بندي کنندهسيست

به منظور مقايسه با روش پيشنهادي فازي مورد استفاده 

 قرار گرفت.

روش پيشنهادي در دو سناريوي فازي و تک مقداري به 

منظور پياده سازي روي مجموعه داده دانشگاه هيوستون که 

ه باشد، بکار گرفتمرجع ميداراي داده فراطيفي و ليدار هم

شد. نتايج تحقيق در هر دو بخش فازي و تک مقداري نشان 

دهد، سيستم طبقه بندي کننده چندگانه روي داده مي

فراطيفي و ليدار باعث بهبود دقت طبقه بندي شده است. 

هاي فراطيفي اطلاعات طيفي مناسب با توجه به اينکه داده

هاي ليدار اطلاعات ارتفاعي مناسبي را از سطح و داده

کنند، ادغام اين دو داده به ايجاد رض جمع آوري ميعوا

انجامد. نتايج نشان فضاي اطلاعاتي بهتر از سطح زمين مي

هاي فراطيفي و ليدار باعث بهبود دهد که ادغام دادهمي

شود. داده هاي موجود ميدقت طبقه بندي در بيشتر کلاس

تر از هاي سه بعدي ساختمان موفقليدار در تشخيص کلاس

اده فراطيفي عمل کرده است اين در حالي است که داده د

هايي مانند چمن، آب و خاک فراطيفي در شناسايي کلاس

اند. ادغام دو داده در سطح تصميم گيري در تر بودهموفق

ها نهايت منجر به بهبود دقت طبقه بندي در کليه کلاس

شده است. بررسي نتايج نشان داده است سيستم پيشنهادي 

بندي کننده چندگانه فازي براساس الگوي تصميم طبقه 

گيري نتايج بهتري را نسبت به سيستم طبقه بندي کننده 

 چندگانه تک مقداري براساس ادغام بيزين توليد کرده است.

به منظور بهبود روش پيشنهادي و برطرف کردن 

توانند در هاي موجود در آن، تحقيقات آينده ميمحدوديت

ويژگي، طبقه بندي و ادغام طبقه بندي زمينه ايجاد فضاي 

تحقيقات  مرکز شوند. در زمينه فضاي ويژگي،ها متکننده

هاي بهينه هاي ديگر و روشتوانند روي ويژگيآينده مي

ها گيژسازي براي انتخاب بهترين زيرمجموعه از وي

هاي استخراجي براي داده متمرکز شوند. به علاوه ويژگي

اندهاي اصلي در تحقيق استفاده فراطيفي در کنار کليه ب

هاي توانند روي روشهاي آينده ميشده است، روش

کاهش ابعاد فضا براي داده فراطيفي تمرکز يابند. در زمينه 

هاي نوين هاي ادغام نيز روشها و روشطبقه بندي کننده

 توانند مورد ارزيابي قرار گيرند.ديگر مي
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