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  سازيجمعيت مبنا به منظور بهينه هاي فراابتكاريبررسي عملكرد الگوريتم

 بندي تصاويرپلاريمتريك راداريبردارپشتيبان درطبقه هايپارامترهاي ماشين

 2∗∗∗∗الهه فردوسي، 1فرهاد صمدزادگان

  دانشگاه تهران - هاي فني پرديس دانشكده - برداري گروه مهندسي نقشهدانشيار  1

samadz@ut.ac.ir 

 دانشگاه تهران - هاي فني پرديس دانشكده - برداري گروه مهندسي نقشه - دانشجوي كارشناسي ارشد فتوگرامتري  2

elahe_ferdosi@ut.ac.ir  

 

  )1392 دي، تاريخ تصويب 1392 خرداد(تاريخ دريافت  

  

  چكيده

هاي مختلف امواج الكترومغناطيسي در تصويربرداري پلاريمتريك راداري اطلاعاتي غني از با توجه به اينكه استفاده از پلاريزاسيون

ي شناسايي عوارض مختلف در كند. امروزه تصاوير پلاريمتري به عنوان ابزار قوي و كارآمد در زمينههاي مختلف عوارض را فراهم ميجنبه

بندي باشد. طبقهبندي اين تصاوير حائز اهميت ميجغرافيايي پيچيده مورد توجه قرارگرفته اند. به منظور استخراج اطلاعات، طبقهمناطق 

ي مناسبي در هاي با ابعاد بالا گزينههاي هندسي و پايداري در فضاهاي بردار پشتيبان به سبب عملكردش بر مبناي ويژگيي ماشينكننده

كننده به شدت تحت تاثير پارامترهاي در نظر گرفته شده براي بندي شود. اما عملكرد اين طبقهاوير پلاريمتري محسوب ميبندي تصطبقه

بايست مقادير بهينه براي هاي بردار پشتيبان با بيشترين كارآيي، ميي ماشينبندي كنندهباشد. بنابراين به منظور به كارگيري طبقهآن مي

هاي محاسباتي در اين فضاهاي سازي سنتي متداول به سبب مواجه شدن با پيچيدگيهاي بهينهيين شوند. روشاين پارامترها تع

- ي سراسري استفاده از الگوريتمبنابراين به منظور بدست آوردن مقدار بهينه .شوندهاي محلي همگرا ميجستجوي بزرگ اغلب به بهينه

گيرند، اجتناب ناپذير است. در اين مقاله توانايي راسري همراه با جستجوي محلي بهره ميسازي فراابتكاري كه از جستجوي سهاي بهينه

ي پارامترهاي سازي فراابتكاري قدرتمند، در تعيين مقدار بهينههاي بهينهذرات به عنوان تكنيك يهاي ژنتيك، زنبورها و تودهالگوريتم

بندي ي دقت طبقهذرات را در زمينه ينتايج بدست آمده، توانايي بالاي الگوريتم تودههاي بردار پشتيبان ارزيابي شده است. مقايسه ماشين

  دهد.و سرعت همگرايي نشان مي

 يبندي، تصاوير پلاريمتريك راداري، انتخاب مدل ، الگوريتم زنبورها، الگوريتم تودههاي بردار پشتيبان، طبقهماشين :يديكل واژگان

  ذرات، الگوريتم ژنتيك.

                                                           

 سنده رابطينو  ∗
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  مقدمه  -1

هاي اخير با پيشرفت تكنولوژي در ساخت و در سال

-هاي سنجش از دور، استفاده از سيستمي سنجندهتوسعه

 انتشار وبا قابليت  1هاي تصويربرداري پلاريمتريك راداري

هاي مختلف پلاريزاسيوندريافت امواج الكترومغناطيسي در

ايي مورد توجه قرار گرفته است. اين به صورت گسترده

قابليت نه تنها باعث فراهم شدن اطلاعات پراكنشي بيشتر 

شود، بلكه موجب در مورد عوارض موجود در تصوير مي

   .]2،1[گردد تمايز هرچه بهتر عوارض مشابه  نيز مي

به عنوان يك روش  2هاي بردار پشتيبانماشين

عملكرد مناسب در فضاهاي با ابعاد بالا  به توجه يادگيري با

كارآ و  ابزاري هاي آماري،و عدم نياز به تخمين ويژگي

-بندي تصاوير پلاريمتري محسوب ميبراي طبقه موثر

شوند. اما از آنجائيكه انتخاب مقدار بهينه براي پارامترهاي 

هاي بردار پشتيبان و يا به عبارت ديگر انتخاب ماشين

بندي دارد، بنابراين تعيين مدل تاثير بسزايي بر دقت طبقه

اهميت خاصي برخوردار  ها ازي پارامتربهينه مقدار

   .]3[است

، به عنوان روشي متداول 3ايالگوريتم جستجوي شبكه

در انتخاب پارامترها است كه بر مبناي جستجوي 

 ي تمامي مقدارهاي ممكن براي پارامترهايدهگستر

اي از هاي بردار پشتيبان و انتخاب مجموعهماشين

كنند، بندي را حاصل ميپارامترها كه بيشترين دقت طبقه

اي بسيار . روش جستجوي شبكه]4[شكل گرفته است

هايي در تراكم و همواره با محدوديت ]6،5[زمانبر بوده 

مواجه است، اين عوامل موجب شده  ي جستجوشبكه

- سازي مختلفي براي حل مسائل بهينههاي بهينهالگوريتم

  .]7،5،4 [سازي ارائه و بررسي شوند

سازي ارائه شده،   هاي بهينهاز ميان الگوريتم 

 4هاي فراابتكاري به سبب جستجوي سراسريالگوريتم

آميزي در به طور موفقيت 5همراه با جستجوي محلي

 فراابتكاري هايالگوريتم اند.ها استفاده شدهاب پارامترانتخ

 تقسيم جمعيت مبنا و مسير مبنا دسته دو به توانمي را

                                                           

١ Polarimetric Radar 

٢ Support Vector Machines 

٣ Grid Search  

۴ Exploration  

۵ Exploitation 

هاي هاي جمعيت مبنا خود شامل الگوريتمنمود. الگوريتم

ذرات و زنبورها) و الگوريتم ي(الگوريتم توده 6خرد جمعي

  .]7[باشند(الگوريتم ژنتيك) مي 7هاي تكاملي

هاي ژنتيك، زنبورها و در اين مقاله توانايي الگوريتم

هاي بردار ماشين سازي پارامترهايذرات در بهينه يتوده

بندي تصاوير پلاريمتري ارزيابي پشتيبان به منظور طبقه

ي نتايج بدست از طرف ديگر به منظور مقايسه شده است.

سازي شده است. آمده، روش جستجوي شبكه اي پياده

هاي بدست آمده از يك سو نشانگر توانايي الگوريتم نتايج

-بندي و سرعت اجرا ميفراابتكاري از لحاظ دقت طبقه

ذرات  يباشند و از سوي ديگر عملكرد بالاي الگوريتم توده

  رسانند.را در تعيين مقادير بهينه پارامترها به اثبات مي

 پلاريمتري راداري  - 2

ر مفهوم پراكنش پايه و اساس پلاريمتري راداري ب

-باشد. اطلاعات امواج پراكنش يافته از تارگتمبتني مي

هاي هاي زميني كاملا مرتبط با ساختار هندسي و ويژگي

ها بوده و به صورت ماتريس پراكنش ژئوفيزيكي اين تارگت

  .]9،8[شوند ) ارائه مي1مطابق با رابطه ي(












=

VVSVHS

HVSHHS
S  

- پلاريمتري كامل در مقايسه با سيستماگرچه تصاوير 

هاي متداول تك پلاريزه منبع غني از اطلاعات را فراهم 

هاي تارگت زميني با ، اما استخراج ويژگي]8[كنند مي

هاي برهمكنش موج الكترومغناطيسي و توجه به پيچيدگي

ي تارگت زميني يكي از مسائل چالش مواد تشكيل دهنده

. باشدبندي تصاوير پلاريمتري ميهي طبقانگيز در زمينهبر

] 2،1،8[.  

  هااستخراج ويژگي -2-1

هاي پلاريمتري استخراج بندي دادهدر سير طبقه

ي بازگشتي اطلاعات فيزيكي، از امواج پراكنش يافته

توسط ساختارهاي سطحي و حجمي گامي مهم به شمار 

هاي تصاوير . به منظور استخراج ويژگي]8[رودمي

                                                           

۶ Swarm Intelligence 

٧ Evolutionary  

)1( 
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) 1توان در نظر گرفت : دو  راهكار كلي را ميپلاريمتري 

) استخراج 2 1ي تارگتهاي تجزيهبه كار بردن روش

  .]11[ي مستقيم از ماتريس پراكنشبا استفاده هاويژگي

ي تارگت، تعريف ساختار هاي تجزيهي اصلي روشايده

هاي پراكنش فيزيكي تارگت هدف زميني مطابق با ويژگي

ي تارگت به تفصيل در جدول جزيههاي تروش .]12[است

   بررسي شده اند. 1

  ي تارگتهاي تجزيهي روشارائه  -1جدول 

  عنوان تكنيك  هاتوصيف ويژگي
رده بندي 

  هاروش

,
2

2

2

2

vvhh

vvhh

SS

SS

−
=

+
=

β

α

HVS2
2
=δ

  

Pauli 

]1[  

تجزيه 

تارگت 

rlS  همدوس sk =  
( )llrrh SSabsk −=

 
( )llrrd SSk ,min=

 

Krogager 

]10،1[ 

TT AT 011 2=  

TTT BBT += 022  

TTT BBT _033 =  

Huynen 

]8،1[ 

تجزيه 

تارگت 

  ناهمدوس

( ) ( )
( )FB

DHGC
T T −

−+−
=

0

22

11
2

( )
( )FB

EFBB
T T −

+−+
=

0

22

0

22
2

( )
( )FB

EFBB
T T −

+−−
=

0

22

0

33
2

 

Holm and Barnes 

]1[ 

( )2
1 β+= SS fP  
( )2
1 α+= dd fP  

vv fP
3

8
=

  

Freeman 
and 

Durden 

]10،1[ 
-تجزيه

هاي مدل 

)  مبنا )2
1 β+= S

y

S fP
  

( )2
1 α+= d

y

d fP
  

v

y

v fP =  

Yamaguc
hi 

]13،10،2،1[ 

011 2 AT =  
BBT += 022  
BBT _033 =  

 Cloude 

]1[ 

-تجزيه

هاي بردار 

  ويژه مبنا

011 2AT =  
BBT += 022

BBT _033 =  

Holm 

]1[ 

 مقدارهاي ويژه

 آنتروپي

  آنيستروپي

γωβαδزواياي  ,,,, 

Cloude 
and 

Pottier  

]10،9،8،1[ 

                                                           

٨ Target  Decomposition 

تقسيم بندي كلي ارائه شده براي  ،1بر طبق جدول 

هاي ي تارگت عبارت است از : روشهاي تجزيهروش

ي ماتريس پراكنش تجزيه تارگت همدوس، برمبناي تجزيه

ي هاي تجزيه تارگت نا همدوس، برمبناي تجزيهو روش

از آنجائيكه . ]13،12،10[ماتريس كووريانس يا همدوسي 

پراكنش حاصل را به ي تارگت ماتريس هاي تجزيهتكنيك

هاي پراكنش متناظر هاي مستقل مرتبط با مكانيزممولفه

هاي استخراج شده در اين حالت كنند، ويژگيتقسيم مي

  .]2[باشندداراي مفهوم فيزيكي مي

توان برخي از ي تارگت ميهاي تجزيهعلاوه بر روش

ها را مستقيما با استفاده از ماتريس پراكنش ويژگي

ها تحت عنوان پارامترهاي . اين ويژگياستخراج كرد

ارائه  2پلاريمتري شناخته شده كه برخي از آنها در جدول 

  شده اند. 

  ي پارامترهاي پلاريمتري استخراج شدهارائه  -2جدول 

  پارامترهاي پلاريمتري  هاتوصيف ويژگي

*

hhhh

o

hh SS=σ
  

o

vv

o

hv

o

hh σσσ ,,
 

شدت پس پراكنش 

 دريافتي

] 11،8،1[ 
2

log10 hhhh S=σ
  

2
log10 hvhv S=σ

  
2

log10 vvhh S=σ
  

هاي ماتريس المان

 پراكنش

]14،13،12،1[ 














2

2

log.10
hh

vv

S

S

  














2

2

log.10
hh

hv

S

S

  

هاي هاي بين الماننسبت

 ماتريس پراكنش

]11،1[ 

( )*arg XYABXYAB SS=−ϕ
 

hvvvhvhhvvhh −−− ϕϕϕ ,,
  

 اختلاف فاز پلاريزاسيون

]11،1[ 

**

*

,

XYXYABAB

XYAB

XYAB

SSSS

SS
=ρ

 

hvhhvvhvvvhh ,,, ,, ρρρ
  

- ضريب همبستگي كانال

 ها

]12،11،1 [  

SPAN

S
R

hh

hh

2

=
  

Rhh , Rvv , Rhv  

هاي نسبت بين المان

ماتريش پراكنش به كل 

 ]11،1[توان

222
2 hvvvhh SSSSPAN ++=

  

 توان پراكنش كلي

]9،1[ 

0

2

3

2

2

2

1

R

RRR
DoP

++
=

  

 ي پلاريزاسيوندرجه

]12،11،1[ 

)(

),,min(

321

321

λλλ
λλλ

ψ
++

=
  

 ارتفاع پدستال

]1[ 

  



 

68 

 

ي
س

رر
ب

 
رد

لك
عم

 
م

يت
ور

لگ
ا

 
ي

ها
 

ي
ار

تك
رااب

ف
 

ت
عي

جم
 

نا
مب

 
 به

ور
ظ

من
 

نه
هي

ب
 

از
س

...ي
  

  پشتيبانهاي بردار ماشين - 3

-از جمله روش، )SVMsپشتيبان (هاي بردار ماشين

بر مبناي نظريه يادگيري  شده بندي نظارتطبقه هاي

هاي بردار ي اصلي ماشينايده. ]15،3[باشدمي آماري

ي بهينه به عنوان يك سطح پشتيبان يافتن يك فراصفحه

گيري براي جدا كردن دو كلاس با بيشترين حاشيه تصميم

ها به صورت در صورتيكه نمونه .]16[باشدجداسازي مي

خطي جداپذير نباشند، با استفاده از  يك كرنل غيرخطي 

ي شوند و فراصفحهبه فضايي با ابعاد بالاتر منتقل مي

  ]17،4[ شودجداكننده در آن فضاي جديد تعريف مي

∋−}1,1{بعدي و  nبردار ويژگي   xiبا فرض اينكه
i

y 

هاي ها باشد، هريك از دادهبرچسب نمايشگر كلاس

پيدا  نمايش داد. (xi,yi)توان به صورت آموزشي را مي

اي به منظور جداسازي دو كلاس با كردن فراصفحه

سازي مقيد ي بهينهمنجر به حل مسئله ،اشيهبيشترين ح

  شود.) مي2ي(مطابق با معادله

,...,liibixwKiytoSubject

l

i
iCwMin

1   1))(.( : 

)
1

2

2

1
(

=−>+

∑
=

+

ξ

ξ

  

اي در شود تا دادهدر نظر گرفتن قيد موجب مي

بردار وزن  wدر اين رابطه، ي دو كلاس قرار نگيرد. حاشيه

ي (فاصله بردار باياس b و )ي بهينهصفحهعمود بر فرا(

، پارامتر تنظيم است Cباشد. پارامتر صفحه تا مبدا) ميارف

كمينه شدن خطا و كمينه شدن  ميانكه تعادل 

. به منظور در نظر نمايدهاي مدل را برقرار ميپيچيدگي

0fiξهاي آموزشي، از متغير گرفتن تداخل بين داده
است كه براي انتقال  تابع كرنلK(.)شود و مي استفاده

  .]14،8،4 [شودها به فضايي با ابعاد بالاتر استفاده ميداده

 
 ي دو كلاسكنندهي جداي بهينهنمايش فراصفحه -1شكل 

گيري بهينه بر ) ،  تابع تصميم2ي مقيد (با حل مسئله

  شود.) محاسبه مي3مبناي روش لاگرانژ طبق معادله (

∑
∈

+=
SVix

bxKixKiiyxf )().()( α
  

iαدر اين رابطه 
ضرايب لاگرانژ است كه در پروسه  

 SV هاي آموزشيشود و دادهسازي محاسبه ميبهينه

-هاي آموزشي، نزديكبردارهاي پشتيبان هستند. اين داده

ها به فراصفحه بوده و ضريب لاگرانژ متناظر ترين نمونه

ي آموزشي هاآنها بزرگتر از صفر است. براي ساير نمونه

ي هابه منظور انتقال داده  .]3[ضريب لاگرانژ صفر است

خطي به فضايي با ابعاد بالاتر از تابع كرنل استفاده غير

توان به كرنل ترين توابع كرنل ميكاربردشود. از پرمي

اشاره كرد كه به ترتيب  ]16،8[نوميال گوسين و كرنل پلي

   اند.) بيان شده5) و (4در روابط (






 −−=

2
exp),( xixxixK σ

 
d

xixxixK )1.(),( +=
 

  

متغير  dو پارامتر كرنل گوسين  σدر اين روابط، 

  .]5،3[باشدنوميال ميكرنل پلي

بندي به منظور طبقه SVMsدر حالت پايه الگوريتم 

هاي باينري طراحي شده است، اين در حاليست كه روش

استفاده از آن در حالت چند كلاسه ارائه مختلفي براي 

هاي يك ها الگوريتماز ميان اين روش .]14،3[شده است

با توجه به  ،]8،4،3[در مقابل يك و يك در مقابل مابقي

تري در سادگي و عملكرد مناسبشان و به صورت گسترده

روند. در حقيقت اين حل مسائل چند كلاسه به كار مي

اي با چندين ند كلاسه را به مسئلهي چها مسئلهالگوريتم

  .]17،14[كنند ي باينري تبديل ميبندي كنندهطبقه

  الگوريتم ژنتيك -4

- مي الهام طبيعي انتخاب ينظريه الگوريتم ژنتيك از

و با دارا بودن قابليت جستجوي محلي و تصادفي،  ]5[گيرد

سازي پيچيده به صورت كارآ تواند در مسائل بهينهمي

ي اصلي اين الگوريتم بهبود كيفيت يك نمايد. ايدهعمل 

ها در فرآيندي تكراري به منظور حلجمعيت اوليه از راه

 باشد.ي بهينه سازي ميحل مسئله

 

w

 

w

b

 

iξ

بردارهاي 

   پشتيبان

ي هانمونه

بندي طبقه

 نادرست

حاشيه ي 

 هينهب

 ي بهينهفراصفحه

)2( 

)3( 

)5( 

)4( 
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اولين گام در الگوريتم ژنتيك توليد يك جمعيت اوليه 

ها است كه در ابتدا به صورت تصادفي ساخته حلاز راه

اي كه عه به صورت رشتهشوند. هر عضو از اين مجمومي

سپس  .]15،3[شود شود، كدگذاري ميكروموزم ناميده مي

-ها با تابع هدف اندازهحلي ارزيابي، كيفيت راهدر مرحله

ي انتخاب، متناسب با ميزان شود. در مرحلهگيري مي

شوند. گيري شده بهترين اعضاء انتخاب ميكيفيت اندازه

يت جديد، از عملگرهاي در گام بعدي به منظور ايجاد جمع

-شود. اين مراحل تكرار مياستفاده مي 2و جهش 1تركيب

تواند بيشترين تعداد تكرار شوند تا شرط توقف كه مي

  .]7،5[باشد، برقرار شود 

  الگوريتم زنبورها - 5

ي غذاي الگوريتم زنبورها با الهام از رفتار جستجو

و با توجه به  ]18[زنبورهاي عسل شكل گرفته است

-پايداري بالا و عملكرد مناسب به عنوان يك ابزار بهينه

سازي قدرتمند شناخته شده است. زنبورها درطبيعت 

ي غذا به صورت تصادفي به جستجو در ميان براي جستجو

پردازند. با پيشرفت مراحل جستجو هاي گل ميسايت

هايي با هاي گل با كيفيت بهتر در قياس با سايتسايت

شود تر، توسط زنبورهاي بيشتري ملاقات ميكيفيت پايين

و ساير زنبورهاي باقي مانده به جستجوي تصادفي به 

  .]18[پردازند منظور كشف مناطق جديد مي

ها جستجوي تصادفي اولين مرحله در الگوريتم زنبور

هاي بهينه است.  براي اين منظور حلبه منظور كشف راه

حل ارائه شده به صورت وان يك راهها به عنهريك از زنبور

-ي ارزيابي، كيفيت راهشوند. در مرحلهتصادفي ساخته مي

شوند و هاي ارائه شده توسط تابع هدف ارزيابي ميحل

ي جستجوي گردند. در مرحلهبهترين آنها انتخاب مي

محلي از ميان زنبورهاي در نظر گرفته شده براي اين 

و در همسايگي مناطق منظور تعداد بيشتري براي جستج

ها  نسبت به ساير مناطق انتخابي حلمربوط به برترين راه

شوند. اين نوع تخصيص تاثير بسزايي در اختصاص داده مي

ي جستجو، عملكرد موفق الگوريتم دارد.  بعد از مرحله

حل بر مبناي تابع هدف، در هر منطقه به عنوان بهترين راه

                                                           

١ Crossover 

٢ Mutation 

ي زنبورها به منظور باقيماندهشود و نماينده انتخاب مي

- حل تصادفي ميجستجوي مناطق جديد به ساخت راه

پردازند. اين مراحل تا برآورده شدن شرط توقف تكرار 

  گردند. مي

  ي ذراتالگوريتم توده -6

 حركت و ي ذرات الهام گرفته از تعاملالگوريتم توده

موجودات مانند پرندگان  از ايگروهي موجود ميان دسته

گردد. اين مي مطلوب نواحي به يافتن منجر است كه

سازي آسان و سرعت همگرايي بالا الگوريتم به دليل پياده

سازي بسيار مورد توجه قرار در حل مسائل بهينه ]4[

  گرفته است.

هاي حلي ذرات به منظور يافتن راهدر الگوريتم توده 

تصادفي اي از ذرات كه به صورت بهينه در ابتدا از مجموعه

شود. هر كدام از ذرات كه اند، استفاده ميشكل گرفته

حل منتخب در فضاي جستجو هستند، نمايشگر يك راه

باشند. در طي داراي بردار سرعت و موقعيت اوليه مي

گيري تابع هدف الگوريتم ارزيابي عملكرد ذرات با اندازه

براي پيدا كردن  .]20[پذيردتعريف شده صورت مي

بايست در فضاي جستجو با حل تمامي ذرات ميهبهترين را

اي كه بهترين عملكرد را دارد جا به توجه به موقعيت ذره

در  با هر ذره و موقعيت جا شوند.  براي اين منظور سرعت

كرده و  تجربه كنون تا كه موقعيتي نظر گرفتن بهترين

ذره مطابق  همسايگان بين موقعيت بدست آمده در بهترين

  شود.مي هنگام ) به7) و (6با روابط (

)_(22

)_(11)(.)1(

ixibestgrc

ixibestprctivwtiv

−⋅+

−⋅+=+

  
 

)1()()1( ++=+ tivtixtix β
  

  tام،   iي بردار سرعت ذره بيانگر viاين روابط در  

وزن اينرشيا به منظور ايجاد تعادل بين  wتعداد تكرارها، 

ضرايب  C2و  C1 ،]6[جستجوي محلي و سراسري

 p_besti،   ]0،1[ي تصادفي در بازه اعداد  r2و   r1شتاب،

موقعيت  بهترين g_besti بهترين موقعيت ذره تا كنون،   

ضريب  βبردار سرعت ذره  و  xiهمسايگان،  بين ذره

باشند. مراحل الگوريتم تا رسيدن مي كنترل وزن سرعت

  .]15[شوند به شرط توقف تكرار مي

)7( 

)6( 
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-تعيين مقادير بهينه پارامترهاي ماشين  -7

  هاي بردار پشتيبان

 با SVMsي بندي كنندهي يك طبقهبه منظور ارائه

ي بالاترين دقت و بيشترين كارايي تعيين مقدار بهينه

و پارامترهاي   Cها كه عبارتند از : پارامتر تنظيمپارامتر

نون تاك. ]17،12[اي برخوردار است كرنل، از اهميت ويژه

هاي سنتي و هوشمند بسياري براي اين منظور الگوريتم

توان به روش جستجوي ي آنها مياند. از جملهارائه شده

اشاره كرد. اين  ]6[هاي گراديان مبنا و روش ]4[اي شبكه

هاي ها به علت زمانبر بودن، داشتن پيچيدگيروش

محاسباتي و نياز به در نظر گرفتن فرضياتي در روند حل 

ها با شكست ي پارامترسئله اغلب در تعيين مقدار بهينهم

هاي اخير استفاده از در سال .]20[ شوندمواجه مي

سازي فراابتكاري به سبب توانايي بالا هاي بهينهالگوريتم

ي سراسري بسيار مورد توجه قرار حل بهينهدر كشف راه

  گرفته است.

هاي ماشيني پارامترهاي در ادامه تعيين مقادير بهينه

هاي فراابتكاري نظير بردار پشتيبان بر مبناي الگوريتم

ي ذرات شرح داده شده است. ها و تودهژنتيك، زنبور

اي به عنوان روشي همچنين روش جستجوي شبكه

  كلاسيك، براي مقايسه نتايج به كار گرفته شده است. 

هاي بردار سازي پارامترهاي ماشينبهينه -8

  ايي جستجوي شبكهپشتيبان بر مبنا

هاي متداول همانطور كه پيشتر اشاره شد، يكي روش

اي براي تعيين پارامترهاي مدل روش جستجوي شبكه

اي با فواصل معين بر است. در واقع در اين روش شبكه

شود هاي مسئله در نظر گرفته ميي پارامترروي محدوده

ها و در طي يك جستجوي گسترده، مجموعه اي از جواب

بنابراين . ]17[گرددي انتخابي محاسبه مير روي شبكهب

بلكه  اي نه تنها بسيار زمانبر استروش جستجوي شبكه

ي انتخابي نيز كاملا به تراكم نقاط شبكه دقت اين روش

در فضاي پيوسته به منظور ارزيابي  .]5،4[بستگي دارد 

تر در نظر گرفت. بايست شبكه را متراكمنقاط بيشتر، مي

  شود.امر خود موجب افزايش زمان محاسبات مياين 

بنابراين براي دستيابي به دقت مناسب و كاهش زمان 

تر اي با تراكم پايينتوان در ابتدا از شبكهمحاسبات، مي

استفاده كرد و پس از مشخص شدن نواحي كه بيشترين 

اي با تراكم بالاتر را در آن مناطق در دقت را دارند، شبكه

مقدار دقيق پارامترها تعيين شود. در انتها  نظر گرفت تا

ي پس از بررسي كامل مقادير موجود بر روي شبكه

بندي به عنوان انتخابي پارامترهايي با بيشترين دقت طبقه

  شوند.پارامترهاي مدل انتخاب مي

هاي بردار سازي پارامترهاي ماشينبهينه -9

  هاي فراابتكاريپشتيبان بر مبناي الگوريتم

هاي فراابتكاري در تعيين منظور استفاده از الگوريتم به

هاي بردار پشتيبان، اولين مقادير بهينه پارامترهاي ماشين

ي گام كدگذاري متغيرهاي مسئله به صورت يك رشته

ي باينري است. طول اين رشته متناسب با محدوده

هاي اوليه به شكل حلسپس راه. ]20،5[ستمتغييرها

حل، يك زوج پارامتر را در شود. هر راهيتصادفي ساخته م

ي كند. در مرحلهي باينري مشخص ميقالب يك رشته

هاي بدست حلبندي براي هريك از راهارزيابي، دقت طبقه

گردد. اما از ميگيري تابع هدف اندازهآمده، بر مبناي 

متغيرهاي پيوسته  SVMs يكه پارامترهاي مجهولئآنجا

) بايد فرمت باينري 8ي (از رابطه باشند، با استفادهمي

  ها را به مقدار حقيقي آنها تبديل كرد.پارامتر

d
pp

pP
L

×
−

−
+=

12

minmax
min

  

 maxpو   minpمقدار حقيقي پارامتر،   Pدر اين رابطه 

و  Lي تغيير  پارامتر،  به ترتيب كران بالا و پايين محدوده

d بوط به هاي مرتعداد و مقدار حقيقي بيت به ترتيب

بنابراين با  .]5[باشندي باينري ميپارامتر در طول رشته

مقدار واقعي پارامترهاي هاي آموزشي و استفاده از داده

بيند و آموزش مي SVMsحل، مشخص شده توسط هر راه

-هاي تست دقت طبقهي بعد با به كارگيري دادهدر مرحله

صورت شود. در گيري ميبندي توسط ضريب كاپا اندازه

سازي پارامترها با برقرار نشدن شرط توقف، مراحل بهينه

-هاي فراابتكاري و ارزيابي دقت طبقهاستفاده از الگوريتم

هاي گردند. مراحل اصلي الگوريتمبندي تكرار مي

  است.نمايش داده شده 2پيشنهادي در شكل 

)8( 
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بر مبناي  SVMsسازي پارامترهاي نمودار مراحل بهينه -2شكل 

 هاي فراابتكاريالگوريتم

  سازي و ارزيابي نتايجپياده -10

هاي ژنتيك، سازي عملكرد الگوريتمي پيادهدر مرحله

-سازي پارامترهاي ماشينذرات در بهينه يها و تودهزنبور

بندي تصوير هاي بردار پشتيبان به منظور طبقه

اي پلاريمتري، بررسي و نتايج با روش جستجوي شبكه

هاي مقايسه شده است. به منظور ارزيابي  توانايي روش

نوميال بر مبناي پيشنهادي از كرنل گوسين و پلي

  الگوريتم يكي در مقابل مابقي استفاده شده است.

هاي الگوريتمهاي پيشنهادي بر مبناي روش

بندي تصاوير پلاريمتري، بر فراابتكاري به منظور طبقه

روي تصوير پلاريمتري كامل اخذ شده توسط سنجنده 

AIRSAR اي كشاورزي در از منطقهFlevoland  هلند

هاي سازي شده است. اين داده به دليل كلاسپياده

پراكنده و مختلف و همچنين شباهت بين مناطق 

اي هايي است كه آن را به دادهپيچيدگيكشاورزي، داراي 

كند. تصوير مورد نظر بندي تبديل ميمناسب براي طبقه

  باشد.   كلاس مي 11پيكسل و  750×1024داراي ابعاد 

هاي تست ي ارزيابي نتايج با استفاده از دادهدر مرحله

بندي بر شود. تا دقت طبقهماتريس خطا تشكيل داده مي

يابي، ضريب كاپا و دقت كلي  به ترتيب مبناي دو معيار ارز

  ) محاسبه گردد.10) و (9مطابق با روابط (

∑ = +×+−

∑ = +×+−∑ ==
r
i ixixN

r
i ixix

r
i iixN

Kappa

1 )(
2

1 )(1
 

100
1

 ×
∑ ==

N

r
i iix

AccuracyOverall 

 ها، تعداد كلاس rها، تعداد كل نمونه N، در اين روابط

xii  ،عناصر روي قطر اصلي ماتريس خطاxi+  جمع

باشد. ها مياي ستونجمع حاشيه x+iاي سطرها و حاشيه

اي براي تعيين پارامترهاي در ابتدا روش جستجوي شبكه

SVMs در  نوميالبر مبناي كرنل گوسين و كرنل پلي-

]2,...,2[يمحدوده 155−∈C ،]2,...,2[ 55−∈σ و

]2,...,2[ 50∈d سازي شده و بر اساس آن زوج پياده

اند. بندي انتخاب شدهشترين دقت طبقهپارامترها با بي

هاي فراابتكاري به منظور تعيين مقدار سپس الگوريتم

ي متغيرها به كار گرفته ي پارامترها در محدودهبهينه

شدند. مقادير بهينه پارامترها و دقت متناظر با آنها، براي 

ارائه شده  3نوميال در جدول دو حالت كرنل گوسين و پلي

  است.

  مقادير بهينه پارامترها -3جدول 

پارامتر كرنل 

 پلي نوميال

پارامتر 

كرنل 

 گوسين

پارامتر 

 تنظيم
  روش

  جستجوي شبكه اي 32 1 3

 الگوريتم ژنتيك 13/56 48/2 02/3

  الگوريتم زنبورها 7/60 76/1 58/2

 ذرات الگوريتم توده ي 23/64 34/1 72/2

تعيين اي، براي از آنجائيكه الگوريتم جستجوي شبكه

مقادير بهينه پارامترها، جستجوي جامع و كاملي بر روي 

دهد، دقت ها  انجام ميهاي ممكن پارامترتمامي مقدار

تواند معيار مناسبي براي بدست آمده از اين روش مي

ابتكاري باشد. همانطور سازي فراهاي بهينهارزيابي روش

هاي نشان داده شده است، الگوريتم 3كه در جدول

اند با دقت بالاتري به مقدار بهينه ابتكاري توانستهفرا

همگرا شوند. نمودار همگرايي تعيين پارامترها بر مبناي 

نمايش داده  4و  3هاي هاي فراابتكاري در شكلالگوريتم

  است.شده

 بله

 سازيهاي بهينهالگوريتم

 فرااكتشافي

 ارزيابي

 جمعيت اوليه

 هاحلانتخاب بهترين راه

 جستجوي محلي

 جستجوي تصادفي

 هااستخراج ويژگي

 

 

رزيابي ا

 دقت

 خیر

  تصوير پلاريمتري بنديطبقه

 تصوير پلاريمتري

 معيار توقف

 ي بهينه هاپارامتر

SVMآموزش 

  ي تستداده  ي آموزشيداده

 تبديل فرمت باينري

 به مقدار هاپارامتر

  واقعي

)9( 

)10( 
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ذرات  يهاي ژنتيك، زنبورها و تودهنمودار همگرائي الگوريتم -3شكل 

  برمبناي كرنل گوسين SVMsدر تعيين پارامترهاي بهينه 

نمودار همگرايي الگوريتم ژنتيك بيانگر همگرايي 

باشد. در حالي كه الگوريتم سريع آن به مقدار بهينه مي

ي ذرات بعد از تكرارهاي بيشتري به مقدار و توده زنبورها

 4و جدول  3شوند.  همانطور كه در شكل بهينه همگرا مي

-ي پارامترنيز نشان داده شده است، در تعيين مقدار بهينه

ذرات از دقت  يهاي تنظيم و كرنل گوسين، الگوريتم توده

هاي بررسي شده و سرعت بالاتري نسبت به ساير الگوريتم

  باشد.برخوردار مي

  
ذرات  يهاي ژنتيك، زنبورها و تودهنمودار همگرائي الگوريتم -4شكل 

  نوميالبرمبناي كرنل پلي SVMsدر تعيين پارامترهاي بهينه 

بر مبناي  SVMsي پارامترهاي در تعيين مقدار بهينه 

هاي فراابتكاري تقريبا نوميال عملكرد الگوريتمكرنل پلي

ها نشان نزديك به هم است. نمودار همگرايي الگوريتم

باشد. اما ي همگرايي سريع آنها به مقدار بهينه ميدهنده

تر بيانگر عملكرد موفق 4و جدول  4در هر حال شكل 

هاي ي پارامترذرات در تعيين مقدار بهينه يالگوريتم توده

هاي نوميال نسبت به ساير الگوريتمتنظيم و كرنل پلي

باشد. اگرچه الگوريتم زنبورها نيز داراي بررسي شده مي

هاي دقت نسبتا مناسبي است، اما به علت پيچيدگي

سازي ي پيادهمحاسباتي بيشتر، از سرعت كمتر و هزينه

  باشد.بالاتر برخوردار مي

ذرات با توجه به قابليت  يتودهبدين ترتيب الگوريتم 

آميز جستجوي تصادفي و محلي بالا و عملكرد موفقيت

هاي سازي پارامترهاي ماشيني مناسبي براي بهينهگزينه

نوميال هاي گوسين و پليبردار پشتيبان بر مبناي كرنل

  باشد. مي

بندي بدست آمده با استفاده از ي دقت طبقهمقايسه -4جدول 

  ايذرات و جستجوي شبكه يي ژنتيك، زنبورها، تودههاالگوريتم

بر مبناي كرنل پلي 

 نوميال

  بر مبناي

  روش  كرنل گوسين

OA  Kappa  OA  Kappa  

  جستجوي شبكه اي 85/0 2/87 837/0 6/85

 الگوريتم ژنتيك 873/0 4/88 854/0 87

  الگوريتم زنبورها 879/0 8/88 855/0 3/87

 ذراتيالگوريتم توده 88/0 3/90 856/0  9/87
  

  گيرينتيجه  -11

هاي فراابتكاري در اين مقاله توانايي و كارايي الگوريتم

هاي سازي پارامترذرات در بهينه يژنتيك، زنبورها و توده

بندي تصاوير هاي بردار پشتيبان به منظور طبقهماشين

ي شد. به منظور مقايسهپلاريمتري مورد بررسي قرار داده 

اي كه نتايج بدست آمده از الگوريتم جستجوي شبكه

هاي جستجوي جامعي بر روي تمامي مجموعه جواب

ي نتايج دهد، استفاده شده است. مقايسهممكن انجام مي

هاي بدست آمده از يك سو عملكرد مناسب الگوريتم

فراابتكاري را از لحاظ دقت و سرعت نسبت به روش 

دهد و از سوي مياي نشان كلاسيك جستجوي شبكه

ذرات را در رسيدن به  يديگر توانايي بالاي الگوريتم توده

سازي مناسب پارامترها بر بندي با بهينهبهترين دقت طبقه

  كند.گوسين در زمان كوتاهتر اثبات مي مبناي كرنل
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