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  چکیده
به طور قابل توجهی بر زندگی روزمره افراد   تواندمیاست که    نقلوحمل یکی از مسائل مهم در حوزه ترافیک و    سفرزمانبینی دقیق  پیش
، )MR(  ، رگرسیون چندمتغیره )LR(  رگرسیون خطی  یادگیري ماشین شامل  در این پژوهش، چهار روش مختلف . ها تاثیر بگذاردو سازمان 

. هدف از این پژوهش  آموزش داده شدند  سفرزمانبینی  براي پیش  ) DNN(  عصبی مصنوعی عمیقو شبکه    )RDR(  جنگل تصادفیرگرسیون  
گیري و مقایسه چندین روش جدید شامل شبکه عصبی  هاي ترافیک هوشمند است و بهرهجهت استفاده در سیستم  سفرزمانبینی  پیش

، نرم جریان ترافیک، زمان و همچنین  بارش  عمیق و رگرسیون جنگل تصادفی و همچنین دخیل نمودن پارامترهاي جدید مانند وضعیت
نوآوري و جامعیت این پژوهش نسبت با سایر مطالعات  تصادفات و نقاط قفل ترافیکی نسبت به پژوهش طراحی و در  .  باشدمیهاي دیگر، 

شامل اطلاعاتی از جمله شرایط   هان دادهای  گردید.آنالیز    استفاده و  Google mapبرگرفته از   هاي واقعی ترافیکاین پژوهش از دادهاجراي  
برابر   2R با   DNNدهد که مدل  نشان میاین پژوهش  نتایج    .باشدمیهاي مسیر  و ویژگی  بارش جويترافیک، فصل سال، ساعت روز، وضعیت  

ها دهد و توزیع باقیماندهها را توضیح می واریانس داده   %0.833ین مدل  . اي مورد بررسی دارد هامدل را در بین    خیلی خوبی  عملکرد  0.833  با
تري عملکرد ضعیف  0.615برابر با  R2 مدل رگرسیون خطی با .در آن به طور نسبی مرکزي با میانگین صفر و توزیعی نزدیک به نرمال است

در رقابت با   0.955برابر با   2R تصادفی با  جنگل  مدل رگرسیون . و اما دهدها را توضیح می از واریانس داده  %0.615  دارد و  DNNنسبت به
DNN  پارامترهاي  د.  دهها را توضیح می از واریانس داده % 0.955را دارد و    هاعملکرد  یکی از بهترینMSE    وRMSE   نیز جهت ارزیابی عملکرد
استفاده شدند و  مدل بین مدل  نهایتاها  داد.  مقایسه چندبعدي  نتیجه  را  مقادیر خطا  تصادفی کمترین  و مدل جنگل  از  ها صورت گرفت 

استفاده شده، و با لحاظ اینکه مدل   نیز هامدل حوادث رانندگی و تبعا نقاط قفل ترافیکی در آوري شده، هاي ترافیکی جمعآنجائیکه در داده
هاي عصبی  از شبکه  ،این مدل  2Rابند، مقدار  ییافته میها تطبیق  به طور موثرتري با داده جنگل تصادفی با وجود نویز و آنومالی نیز  رگرسیون  

  است. بالاتر حاصل شده، پردازشیذات بیش داشتن عمیق بدلیل

 ، شبکه عصبی عمیق یادگیري عمیق، جنگل تصادفیرگرسیون ، رگرسیون چند متغیره، رگرسیون خطی، سفرزمان واژگان کلیدي:
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  مقدمه  -1
حاضر،   حال  مسائل    یک ی   سفر زمان  بینی پیشدر  از 

 ریاست که تاث  نقلوحملو    کیدر حوزه تراف  یاتیو ح  یاساس
زندگ  ي اگسترده  ا  یبر  به  توجه  با  دارد.  ما    نکه ی روزمره 

سازمان  ي برا  سفرزمان و  اهمافراد  دارد،    ياریبس  تیها 
تا منابع   شودمیباعث  سفر زمان بینیپیشدر  قیدق ییتوانا

شکل  زمان    و تاخ  تیریمد  يترنهیبهبه  از  و    ي رهایشود 
جلوگ بنابرا  يریناخواسته  قو  کیارائه    ن،یشود.  و    يمدل 

زیرا    دارد  ياریبس  تیاهم  سفرزمان  بینی پیش  ي برا  قیدق
  ، یعموم  نقلوحملمختلف از جمله    يهامسئله در حوزه   نیا

و    يشهر  يزیربرنامه  ک،یتراف  تیریمد  ،ی شخص  نقلوحمل
علاوه، در حوزه   به  .]1[   است  رگذاریتجارت و اقتصاد تأث  یحت
برنامه  کیتراف  تیریمد مدل    کی داشتن    ، يشهر  يزیرو 

امکان را    نیبه مسئولان ا  سفرزمان  بینیپیش  يبرا  قدرتمند
س  دهدیم را    یعموم  نقلوحملو    کیتراف  يهاستمیکه 

  جه، یمنابع را انجام دهند. در نت  ي سازنهیبهبود بخشند و به
مدل   کی و ارائه  ستبرخوردار ا یی بالا تیمسئله از اهم نیا

دق  يقو است.   سفرزمان  بینیپیش  يبرا  قیو  نظر    مورد 
دق  قاتیتحق  ،پژوهشگران و  زم  قیجامع    بینی پیش  نهی در 

از    سفرزمان استفاده  الگور  يهاروشبا    ي هاتمیمختلف 
و دقت   ییبهبود کارا  براي  یو هوش مصنوع  نیماش  يریادگی

  ی نی بشیپ   يبرا .  ]2[اند  انجام داده  سفرزمان  بینی پیشدر  
  ط یشامل شرا که  مرتبط از منابع مختلف    يها، دادهسفرزمان
وضع  ک،یتراف روز،  ساعت  سال،  و    ي جو  بارش   تیفصل 

تحل  يآورجمعبوده،    ریمس  يهایژگیو اشوندمی  لیو    ن ی. 
زمانداده شکل  به  و   یها  با  متغ  هایژگیو  وابسته    يرهایو 

شده و با استفاده از    لیتبد  ینیب شیپ  يهامدل  يمناسب برا
  ون یرگرس ،LR1 ی خط  ونیروش مختلف اعم از رگرس چهار

تصادفرگرسیون    ،MR 2رهیچندمتغ و    RFR 3یجنگل 
. شوندمیداده  آموزش    DNN 4قیعم  یعصب  يهاشبکه

ارزیابی رو  هامدلعملکرد    سپس  و آزمون    يهاداده  يبر 
  سفر زمان  ینی بشیپ  يتر براشده تا روش مناسب  تست انجام

 .گرددمشخص 
چند از  برا  نیاستفاده  مختلف    بینی پیش  يروش 

گذشته نشان    تحقیقات.  ]3[  دارد  ي ادیز  تیاهم  سفرزمان
 

1 Linear Regression 
2 Multivariate Regression 
3 Random Forest Regression 
4 Deep Neural Network 

پیشاست  داده در  خطی  رگرسیون  از  استفاده  بینی  که 
تواند کارا باشد، اما در شرایط  در شرایط ساده می  سفرزمان

دادهپیچیده با  و  محدود  تر  آن  عملکرد  غیرخطی،  هاي 
غیرخطی و    کیبه عنوان    RFR  اما.  ]4[  شودمی الگوریتم 

برا  پیچیده  سفرزمانبینی  پیش  يمناسب  شرایط  تر در 
اند  نیز نشان داده  DNNs  ن، ی. همچن]5[است  شناخته شده

-بهدارند،  ی  زماني  هاسري  بینیپیشکه قابلیت خوبی در  
هاي پیچیده و با حجم  خصوص در صورت دسترسی به داده

 دهیچ یپ  يهاروش پردازش داده  کیبه عنوان    این روش  ،لابا
غ سال  یرخطیو  قرار    ریاخ   يهادر  توجه  مورد  شدت  به 

با پیشرفت تکنولوژي، به خصوص در زمینه    .]6[است  گرفته 
هاي گرافیکی، محققان به سمت  محاسبات ابري و پردازنده

از   هاي  تر مانند شبکهتر و عمیقي پیچیدههامدلاستفاده 
،  2010در اوایل دهه    .روي آوردند   5ANNs عصبی مصنوعی

بینی ترافیک  براي پیش ANNs محققان شروع به استفاده از
ادامه]7[  کردند در  بر  ،.  آورده    مروري  مرتبط  تحقیقات 

  . شودمی

  پیشینه تحقیق   -2
مصنوع  دی جد   اتق ی تحق هوش  حوزه   يری ادگیو    یدر 

کارا  نی ماش و  دقت  بهبود  هدف  ، سفرزمان   ینیب ش ی پ  ییبا 
. باشدمی  یو شخص  یونقل عموم مثبت در بهبود حمل   یقدم 

 ) همکاران  و  ایزدي  تحقیقی،  پ)،  1401در   ینی بش ی به 
اطلاع   ی ک یتراف  ي رهای متغ اپراتورها  یرسان و  و  مسافران   يبه 

حمل  به  شبکه  مد  کیونقل  برا  تی ر ی روش   سفر  يتقاضا 
بردار   ن یشامل ماش  ن، یماش ي ری ادگی  تم ی سه الگورپرداختند و 

تصادفSVM6  بان یپشت  جنگل  شبکه عصب  ی ،  با حافظه   ی و 
 یساعت   ت ی وضع  ی نیب ش ی پ  ي برا  را  ، LSTM7مدت  کوتاه 

مدت دقت کوتاه  LSTMکه  ندنشان دادبکار بردند و    کی تراف
پ  يبالاتر تحقیق ]8[  دارد  کی تراف  تی وضع  ینیب ش ی در  . در 

 ي جهتهوشمند  کردیرو)،  2022و همکاران (   Yifanدیگري،  
گازها   ي سازمدل انتشار  کاهش  را در    ياگلخانه   يو  معابر 

با تراکم بالا   ک یتراف  شدهنظارت يها از داده توسعه دادند. آنها 
 یجنگل تصادف  يها مدل آموزش    يبرا   نی زمکاربري   يهاو داده 

هستند،   ا ی پو   ي خودروها  حرکت  ق ی دق  ی نی بش ی که قادر به پ

5 Artifitial Neural Network 
6 Support Vector Machine 
7 Long Short-Term Memory 
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کرد پارامترهاي  استفاده  از  نویسندگان  جاده،   ي های ژگی و ند. 
جمع  اطلاعات    ت،یتراکم  مدل  ن، ی زمي کاربر و  آموزش   در 

ی نتیجتا  و  نمودند  برا  افته ی توسعهمدل    ک استفاده   يرا 
ناهمگون   ییشناسا  الگوها  ییفضا   یعوامل  و   نقلو حمل   يدر 

، حرکت يرهای متغ نی ب یرخط ی اتخاذ و روابط غ يمصرف انرژ 
 قی در تحق  .]9[ارائه کردند  را  ن یزم   يو کاربر یشناس ت ی جمع

 یعصب  يها)، از شبکه 2020و همکاران ( Alexanderدیگري 
کردند  ک یتراف  ی نی بش ی پ  ي برا  قی عم نو استفاده   سندگانی . 

شبکه   ن یماش   ي ری ادگی   ي هامدل   ، يآمار   ي هامدل   يهاو 
برا  یعصب  ارز  کیتراف  انی جر  ین یبش یپ   يرا  قرار   یابی مورد 

آن  توانادادند.  و  عملکرد  ساختارها،   یعصب  يها شبکه   ییها 
 نهیدر زم  نده یآ يهاکرده و چالش  سهی و مقا  ی را بررس قی عم

شناسا   ک یتراف  ان ی جر   ین یبش یپ  همچن  یی را   ن،ی کردند. 
موثر بر   ي کردند که در نظر گرفتن پارامترها  ی بررس  نی مولف
نشده   کی تراف انجام  کامل  طور  که است  به  است  لازم  و 

تراف   ي پارامترها بر  جامع   کیموثر   هامدل در    تريبه صورت 
   .]10[  ابدی   شی افزا  یخروج  يهامدل درنظر گرفته شود تا دقت  

 Peng ) همکاران  رویکردي  2021و  خود،  مقاله  در   (
پیش براي  طولانینوآورانه  ترافیکی  بینی  جریان  مدت 

کرده تحلیل  پیشنهاد  بر  تمرکز  با  که  گرافی  دادهاند  هاي 
ترافیکدستبه الگوهاي  از  از شبکه  و  آمده  هاي با استفاده 

دینامیک گراف  تقویتی،  (DGCN) پیچشی  یادگیري  و 
قابلیت تطبیق با تغییرات دینامیکی در دنیاي واقعی را دارا  

یک مرور جامع    ،) 2023همکاران (  و  Sayed.  ]11[  باشدمی
کاررفته هاي مختلف هوش مصنوعی بهو تکنیک  هاروشبر  

پیش ارائه  در  ترافیک  جریان  تحلیل   دادندبینی  به  و 
هاي موجود در این زمینه ها و چالشسیستماتیک پیشرفت

همچنین  .پرداختند الگوریتم  آنها  انواع  بررسی  هاي  به 
یادگیري عمیق که در پیش رفتار یادگیري ماشین و  بینی 

، پرداخته و  شوندمیترافیک و جریان وسایل نقلیه استفاده  
 (2020) و    Yassin.]12[  مزایا و معایب هرکدام را برشمردند

Pooja اي و تفسیر مدل  بینی تصادفات جادهبه بررسی پیش
جنگل  الگوریتم  و   K-means با استفاده از ترکیب الگوریتم

تحقیق  ند.پرداخت تصادفی میان   ،این  تعاملات  تحلیل  به 
جاده  هايویژگی وقوع  مختلف  روي  بر  که  محیطی  و  اي 

ي نوینی براي  هاروشگذارند، پرداخته و  تصادفات تأثیر می
میپیش ارائه  حوادث  این  تفسیر  و  نتایج    .دهدبینی 

دهد که استفاده از این آمده در این مطالعه نشان میدستبه
ترکیبی  الگوریتم پیش  تواندمیهاي  دقت  بهبود  بینی  به 

جاده  کنتصادفات  کمک  دیگري،    .]13[د  اي  تحقیق  در 
Abdullah  ) به بررسی رویکردهاي مبتنی    ) 2023و همکاران

پیش براي  عمیق  یادگیري  در  بر  ترافیک  مدیریت  و  بینی 
هاي موجود  ها و فرصتشناسایی چالش  وهاي شهري  محیط

بهینه هوشمند در  شهرهاي  در  ترافیک  جریان    سازي 
توسعه هامدلپرداختند.   قابلیت یافي  تحقیق،  این  در  ته 

هاي  بینی وضعیت شلوغی ترافیک در زمانشناسایی و پیش
  .]14[ مختلف روز و در شرایط متفاوت جوي را دارند

گرفته،   صورت  مطالعات  بررسی  از با  استفاده  به  نیاز 
شبیههاروش براي  نوآورانه  و  متنوع    سفر زمانسازي  ي 

کلی،  .  شودمیاحساس   مانند  هاروشبطور  سنتی  ي 
در   است  ممکن  چندمتغیره  رگرسیون  و  خطی  رگرسیون 
آن   بر  مؤثر  عوامل  و  ترافیک  پیچیده  الگوهاي  شناسایی 

هایی  هایی داشته باشند. از سوي دیگر، الگوریتممحدودیت
هاي عصبی عمیق  و شبکه  رگرسیون جنگل تصادفیمانند  

تعاملات   سازي مدلتوانایی بیشتري در   روابط غیرخطی و 
نشان  همچنین    ریاخ  قاتیتحق  پیچیده بین متغیرها دارند.

توپولوژاست  داده   ي هامدلشبکه در    يکه در نظر گرفتن 
 تیدر دقت و قابل  ی، بهبود قابل توجهسفرزمان  ینی بشیپ

و  نان،یاطم  .  کندمی  جادیا  تر،یطولان  يسفرها  يبرا  ژهیبه 
  ي هايسازهینقص پارامترها در شب  ی که ناشی ازاما، مشکلات

آب و هوا،    رینظ  ی عوامل خارج  و در نظر نگرفتن   ک،یتراف
حوادث    يدادهایرو و  دقت   ،بودهخاص  کاهش  باعث 
اشودمی  سفرزمان  ینی بشیپ از  ا  نی.  کردن  لحاظ    ن یرو، 

در   .کند تیرا تقو سفر زمان ین یبشیدقت پ  تواندمیعوامل 
پژوهش مانند  جدیدتر  نتایج    ]16و  15[  هايمطالعات 

گرفتناي  امیدوارکننده نظر  در  محدودمجموعه  با  از    ي ي 
شده ریزيوهوا و رویدادهاي برنامهعوامل خارجی مانند آب

  در نظر نگرفتن کامل عوامل خارجی رو،  بوجود آمد. از این
در ترافیک  بر  موجودهامدل موثر  نمونه  ،ي    مواردي   براي 

جاده غیرمنتظره  انسدادهاي  یا  تصادفات  به  مانند  منجر   ،
. این  گرددمیجریان ترافیک    سازيشبیه  توجهقابلاختلال  
را    ساززمینهها؛  کاستی آتی  تحقیقات  براي  بوجود  مهمی 
 Googleبندي شده هاي زماندر این پژوهش، از دادهآورد. 

Map  مراه سایر اطلاعات فیزیکی محیطی در یک منطقه  هبه
 API Google از است.مورد مطالعه در تهران استفاده شده

Maps   بندي شده ترافیک در  هاي زمانآوري دادهبراي جمع
شد استفاده  تهران  در  مطالعه  مورد  کنار    .منطقه  آن، در 

در   که  متعددي  و  متنوع    سفر زمان  سازي مدلپارامترهاي 
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تبعا  همچون  ،  شودمیلحاظ   رانندگی و  قفل  حوادث  نقاط 
   .استفاده گردیدکی نیز در محاسبات ترافی

نظر  هامدل  متعاقبا در  با  شد،  خواهند  تشریح  که  یی 
آنامولی این  وارد  گرفتن  مشاهدات،  دامنه  پراکندگی  و  ها 

اینسازي شدهفرایند شبیه از  این اند.  تفاوت  و  نوآوري  رو، 
پژوهش در مقایسه با سایر مطالعات صورت گرفته در این 

 بخش، مشهود است. 

  ها روشمواد و    -3
مطالعه این  در  کار  انجام  ارائه    ،مراحل  بخش  سه  در 

اول  است.گردیده  بخش  یادگیري  هاروشمفاهیم    ،در  ي 
نیاز  در قسمت دوم داده  است.ارائه شده  ماشین مورد  هاي 

فرآیند   اجراي  تشریح    سازيمدلجهت  مطالعه،  این  در 
مختلف  هاي  سازي الگوریتمپیادهگردیده و در بخش سوم،  

در   ماشین  و    سفرزمان  بینیپیشو    سازيشبیهیادگیري 
  است. نتایج آنها آورده شده

رگرسیون  -1-3 ماشین؛  یادگیري  هاي  انواع 
چندمتغیره،   و  رگرسیون  خطی،  تصادفی  جنگل 
  شبکه عصبی عمیق 

  ي ریادگیبا  سازيمدل يکردهای رو ن،یماش  يریادگیدر 
رونظارت دو  نظارت  بدون  و  در    یاصل  کرد یشده  هستند. 

به مدل    يگذاربرچسب  يهابا نظارت، داده  يریادگی شده 
است که   یتابع استنتاج  کی  جادیا  آن،  داده شده و هدف

برچسب  یژگیو  يبردارها به  کند.    یخروج  يهارا  نگاشت 
بردار  نیماشبا نظارت شامل    يریادگی  بمحبو  يهاتمیالگور
ی،  خط  ونیرگرس  ،KNN1  هیهمسا  نیترکینزد-K  بان، یپشت

تصادفی جنگل  غ  رگرسیون  برا  رهیو  که    ي هستند 
کلاس  قیدق  يهاینی بشیپ رگرس  ي بندهدر  استفاده   ونیو 

تحقیق.   ]17,18[شوندمی این   ،همانطور که گفته شد در 
  ی مورد بررس  سفرزمان  بینیپیش  يروش مختلف برا  چهار

رگرس گرفت:  خواهند  چند    ،یخط  ونیقرار  رگرسیون 
  ی مصنوع  یو شبکه عصب  یجنگل تصادفمتغیره، رگرسیون  

روش ساده و   کی به عنوان   یخط ونیرگرس. از روش قیعم
مسائل    ریرپذیتفس در  .  شودمیاستفاده    بینیپیشمعمولاً 

از    نیا با استفاده  رابطه    ،یتابع خط  ک یروش  )  1( مطابق 

 
1 K-Nearest Neighbors 

  ، روش  نی. ازندیم  ن یرا تخم  یو خروج  هايورود   نیب  ارتباط
سادگ خاطر  نتا  ی به  بودن  فهم  قابل  و    لیتحل  ي برا  ج،یو 

بسداده  ریتفس ا  اریها  با  است.  رگرس  ن یمناسب    ون یحال، 
و   هايورود  نیب  یتنها قادر به مدل کردن روابط خط ی خط

 تردهیچی و پ  یرخطیکه روابط غ  ياست و در موارد  یخروج
  . ]19,20[ دارد  يترفیوجود دارد، عملکرد ضع

  
 ϵ +1ܺߚ+0ߚ=ܻ  ) 1(

  
دارد  وجود    مکانی هاي  مسأله مهمی که در دادهبطورکلی  

رگرسیون الگوهاي  که  است  متغیر    این  دو  براي  معمولی 
هاي  متوسطی از داده  صرفا نتیجه  ،مکانیمستقل و وابسته  

می  مکانیغیر ارائه  بود  د.  ندهرا  نخواهند  قادر  بنابراین 
  ها . آنبین متغیرها را بیان کنند  مکانی هاي  خودهمبستگی

ناتوان   مکانیدادن واقعیات ارتباطات مختلف  نشاناغلب در  
برازشی از یک خط رگرسیونی کلی براي کل    فقط هستند و  

ارائه میداده واقعیات محلی در    ،روازاین  .دندهها  از  برخی 
معقول و منطقی    ماند و در نهایت نتیجهاین زمینه پنهان می

  د. ندهارائه نمی مکانیهاي براي داده
  ن یماش   يریادگی  ک یتکن   ک ی  ،رگرسیون جنگل تصادفی

مطابق    ون یاز درختان رگرس  يا مجموعه  بیاست که با ترک
 ) اساس  )  1شکل     . ]21[  کندمیعمل    یگروه  يریادگیبر 

الگور  نیا اساس  بر  درخت  یتصادف"  تم یمدل   "هاانجمن 
صورت    شودمیساخته   به  درخت  ک یکه  از    ي هاانجمن 

بر روي یک مجموعه این    .کندعمل می 2میتصم الگوریتم 
نمونه  با  بزرگ  ویژگی داده  شامل  که  متعددي  هاي هاي 

یا رگرسیون هستند، کار میمختلف براي طبقه کند. بندي 
ا داده  نیدر  از  مستقل  صورت  به  درخت  هر    ي هاروش، 

کند.  می بیرا ترک جیو نتا دهدیانجام م  ینی بشیپ  ،آموزش
هاي تصمیم مستقل را  اي از درختمجموعه  ،این الگوریتم

می داده ایجاد  کدام  هر  که  تصادفی  کند  طور  به  را  ها 
کنند تا وار تقسیم میبرداري کرده و به صورت سلسله نمونه

درخت آموزش  با  برسند.  نتیجه  یک  روي  به  بر  ها 
افزایش یافته و از    هامدلها، تنوع در  اي از دادهزیرمجموعه

یک  شودمیبرازش جلوگیري  بیش درخت،  هر  انتهاي  در   .
مقدار پیش یا  طبقه  شده وجود دارد که  بینینتیجه شامل 

ها با هم  براي رسیدن به یک نتیجه نهایی، نتایج تمام درخت

2 Decision Trees 
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تابع    .شوندمی ترکیب   تصادفی،  جنگل  رگرسیون  در 
پیش میانگین  نهایی  درختان  بینیرگرسیون  تمام  هاي 

این   و  تصمیم در جنگل است از  زیادي  تعداد  هنگامی که 
ها ترکیب درختان به صورت تصادفی ایجاد شده و نتایج آن

دقیق و  قدرتمندتر  مدل  یک  میشود،  دست  به    آید تر 
اساس،.  ]18,19[ جدیدب  براین  داده  نقطه  یک  ،  x  راي 

، که در  شودمیمحاسبه  )  2رابطه (   بینی نهایی توسطپیش
-i بینی درختپیش  f_i(x) تعداد درختان در جنگل و N آن

  . ]24[است x م برايا
  

)2 (  F(x) = 1/N * Σ f_i(x) 
  
 

 
  جنگل تصادفی  رگرسیون ) معماري1شکل (

  ی رخطیروش غ ک یبه عنوان  رگرسیون جنگل تصادفی
. در مجموع،  شودمیاستفاده  سفرزمان بینی پیشدر  يو قو

قوي   ریاضیاتی  اصول  اساس  بر  تصادفی  جنگل  رگرسیون 
گیري با جایگزینی عمل  نمونه  و    Gini  نتروپی، معیارآمانند  

. این الگوریتم به دلیل دقت و کارایی بالا در طیف  کندمی
گستردهگسترده  طور  به  رگرسیون  وظایف  از  مورد اي  اي 

می قرار  و ]25[ گیرداستفاده    ن یا  شاخص   يهایژگیاز 
برابر    توانمی  ،تمیالگور در  مقاومت  همچون به  معضلاتی 
داده  تیقابل  ، یبرازشبیش وجود    تیفیککم  يهاپردازش  و 
 .اشاره کرد ،آموزش يهادر داده نویز

پردازش    يبرا  یبه عنوان روش  قیعم  یعصب  يهاشبکه
غ  دهیچیپ  يهاداده قرار   یرخطیو  موردتوجه  شدت  به 

مغز و    یالهام از ساختار عصب با    ،هاشبکه  نی. ا]26[  اندگرفته 
 سازيمدل  تیقابل  ها،هینورون و لا  يهابا استفاده از شبکه

پ  غ   دهیچیروابط  شبکه    یرخط یو  در  نورون  هر  دارند.  را 
 

1 Neuron 
2 Recurrent Neural Network 
3 Convolutional Neural Network 

فعال  تابع  یک  از  مانندعصبی  غیرخطی  ، ReLU سازي 
sigmoid   یا tanh   را مدل    تردهیچیتا روابط پ  کندمی استفاده

وجود   هاشبکه  نیا  .کند   ند توانمی،  قیعم  يهاهیلا  بدلیل 
  ل یو تحل  هیها را استخراج و تجزپنهان در داده  يهایژگیو

  . ]27[ کنند

 
 ]24[ ) معماري شبکه عصبی عمیق2شکل (

(  قیعم  یعصب  يهاشبکه شکل    ي هاشبکه  ،)2مطابق 
شبکه   يهامدلهستند که از  هیلا يادیبا تعداد ز تردهیچیپ

شامل واحدهاي    ،هاي عصبیشبکهاند.  شده  لیتشک   یعصب
هایی  هستند که به صورت دایره  1ها محاسباتی به نام نورون

نمایان   تصاویر  نورونشوندمیدر  این  لایه.  در  هایی ها 
شده  دادهسازماندهی  ورودي  لایه  دریافت اند:  را  خام  هاي 

لایهمی پردازشکند،  پنهان  پیچیدههاي  انجام  هاي  تري 
میمی ارائه  را  نهایی  نتیجه  خروجی  لایه  و  دهد.  دهند 

نورون بین  وزنارتباطات  توسط  که   شودمی ها مشخص  ها 
میزان اهمیت هر اتصال را تعیین کرده و در طول آموزش  

سازي است  . هر نورون داراي یک تابع فعال شوندمیبهینه  
می  تبدیل  مشخصی  مقدار  به  را  آن  خروجی  کند. که 

باشند، به  هاي عصبی که داراي چندین لایه پنهان میشبکه
یادگیري   شوندمیشناخته    "عمیق"عنوان   توانایی  زیرا 
دادویژگی از  انتزاعی  و  پیچیده  که  ههاي  دارند  را  ها 
ها شبکه  نیا  انواع  .ناتوانند  ، هاي کمتر از آنهاي با لایهشبکه

شبکه   ی عصب  يهاشبکه  ،RNN2ی  بازگشت  يهاشامل 
 ی بیو ترک   4FFNN شخوریپ  يها، و شبکه3CNNکانولوشنال 

ها قادرند به صورت  شبکه  نی. ا ]29,  28[باشندیها ماز آن
انواع   با   یک یتراف  يهاداده  مختلفواضح  و  کنند  ضبط  را 

  افته یبهبود    هامدل  ین یبشیپ  تیقابل  ها،هیتعداد لا  شیافزا
ي  هاروش. در  بخشندیرا بهبود م  ک یو دقت نوسانات تراف

مثل   گرافیشبکهدیگري  عصبی  تبدیل نیز،   GNN 5هاي 

4 Feedforward Neural Network 
5 Graph Neural Network 
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، که  قابل انجام استاي به فرمت گرافی  اطلاعات شبکه جاده
ها ها و یال ها نمایانگر نقاط کلیدي مانند تقاطع در آن گره

جاده مسیرهاي  در  اي  نمایانگر    ، GNN  يهامدلهستند. 
استخراج  ویژگی یال  و  گره  هر  با  مرتبط  با   شدههاي  و 

هاي همسایه ها، اطلاعات گره ها میان گرههاي پیامتراکنش
بهجمع و  میآوري  این  شوندروزرسانی  پردازش  از  پس   .

عمیق   یادگیري  مدل  یک  را   سفرزمان تواندمیاطلاعات، 
بزند مجموع،  اما    .]32,  31,  30[  تخمین   هامدل  نیادر 

  .دارند یبیمعا زین تریمیقد يهاروشنسبت به 
روش مختلف   نیاستفاده از چند ر،یتفاس  نیتوجه به ا با

خود را دارد. هر چند روش    يایمزا  سفرزمان  بینیپیش  يبرا
و  یجنگل تصادفرگرسیون ی و چند متغیره، خط ونیرگرس

خود را دارند، اما   يهاتیو محدود ایمزا قیعم یشبکه عصب 
روش    کی با توجه به نوع داده و ساختار مسئله، ممکن است  

در این تحقیق، به منظور    باشد.  ترمناسب  گران ینسبت به د
  گام اول ، در  کیتراف  انیجر  ینی بشیپ  و  سفرزمان  سازيمدل

متعدد  یجامع که امکان بررس ياسهیمقا يهامجموعه داده
- یمکان  يهانه تنها از جنبه  ؛آورد را فراهم    یک یعوامل تراف

داده  ،یزمان گنجاندن  با    ، یاجتماع  يهارسانه  يهابلکه 
داده  يهاداده هوا،  و  د  يهاآب  و    ي هاداده  گریحوادث 

بر پ  یخارج داشته    ریتأث  کیتراف  ین یبشیکه ممکن است 
گردیدباشند ایجاد  با  .  ،  بر  سازيمدلسپس  مبتنی  هاي 

ماشینفناوري یادگیري    ک یتراف  انیجر  ینیب شیپ  ،هاي 
پژوهش،   این  انتظار  مورد  نتیجه  گردید.    ي سازادهیپانجام 

س زمان  ینی بشیپ  يهاستمیگسترده  صورت  با واقعبه  ی، 
به   کمک  وضعهدف  معابر در    کی تراف  تیبهبود  شبکه 

  .باشدمی

  ترافیکیي هادادهجمع آوري  -2-3

رایج از  به  هاروشترین  یکی  دسترسی  ي  هادادهي 
همچون  هادادهترافیکی،   وب  تحت  مراجع  ترافیکی  ي 

Google Map  هاي مسیریابی همچون  و سرویسWaze   و
ها را  API مجموعه کاملی از  Google Maps.  باشدمیغیره  

می امکان  ندهارائه  که  به  د  ترافیکدادهدسترسی    ، هاي 
این  تاریخ فراهم   کیتراف  يالگوها  لیتحل  و  هادادهچه  را 

 يهابه داده  یدسترس  Google Maps API . ]33[ کندمی
 یآناطلاعات به صورت    یاناما بروزرس  ،کندمیفراهم    کیتراف

 
1 Real-time 

  را به کمک   1آنی   یک یتراف  يهاداده  Waze.  شودمیانجام ن
حال  ،کندمی  يآوراز جمعکاربران خود   و    OSMکه    یدر 
Traffic API  ها داده  نیبه ا  ی دسترس  يبرا   ي گریمنابع د  زین

هاي  ند از دادهتوانمیسازي ترافیک  ي شبیههامدل  هستند.
و  چه  تاریخ آینده دادهترافیک  رویدادهاي  به  مربوط  هاي 

بینی حجم  مانند تعطیلات یا رویدادهاي ورزشی براي پیش
کنند استفاده  آینده  در  جهت    .ترافیک  تحقیق  این  در 

دادهجمع استفاده   Google Mapsاز  ،  سفرزمانهاي  آوري 
به مقصد در ساعات    دن یرس  يهاها شامل زمانداده  ن یا  .شد

روز  متوالی تاریخ  شبانه  در  مختلفو    ن یا .باشندیم  هاي 
برخ پوشش  تحت  روز،    یاطلاعات  شبانه  از  ساعات 

ترافیدهنده منشان تاخ  کی زان  از    رهایدر مس  ریو  هستند. 
براداده  نیا بررس  لیتحل  ي ها  و   يهازمان  یو  مسافرت 

روز استفاده شده   يهاتفاوت  الگوهااست  آنها در طول   يتا 
  . شود ییمختلف شناسا یک یتراف

و    -3-3 پیشهاروشتفاوت  مقایسه  بینی  ي 
و    سفر زمان عصبی  شبکه  با  ترافیک  حجم  و 
  Google Maps يهاروش

  Google Maps  ک،یو حجم تراف  سفرزمان  ین یبشیپ  در
  کند، یبر مدل و داده استفاده م  یمبتن  يهاروش  بیاز ترک

  توانند یم  یعصب   يهاکه شبکه  دهدینشان م  قاتیاما تحق
دو   نیموضوع ارائه کنند. ا  نیا  يبرا  يترشرفتهیپ  يهاروش

  ک یتراف  ی نیبشی، از پWazeو    Google Maps  یعنیسامانه،  
مس  يبرا م  یابیریبهبود   Google .]33[کنندیاستفاده 

Maps  داده از  محاسبات خود    ي و حسگرها  GPS  يهادر 
م  نیآنلا  کیتراف و    ی ک یتراف  يهامدلاز  و    برد، یبهره 

می  ن یماش  يریادگی استفاده  حال  .کندموجود  که یدر 
ها، انواع داده  لیبه تحل  یعصب  يهابر شبکه  یمبتن  قاتیتحق

داده جمله  و   تیوضع  ک،یتراف  یخیتار  يهااز  هوا  و  آب 
  . ]34[پردازندیخاص م يدادهایرو

بررس  ق،یتحق   نی ا  در  دقت    ییکارا   یهدف   يهاروش و 
نقاط قوت و ضعف هر   یی و شناسا  ک یتراف  ی ن یبش یمختلف پ

 يهامختلف معمولاً بر اساس نوع داده   يها روش کدام است.  
پارامترها  عملکرد   یط یمح  طیو شرا   يورود  ياستفاده شده، 

 يهامدل به بهبود    تواند می ها  تفاوت   ن ی ا  یدارند. بررس   ی متفاوت
 يهاشرفت ی و پ   ها تم یاز عملکرد الگور   يمختلف و درك بهتر 
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زمان و   ی توجه به بررس  با   کمک کند.   نه یزم  نی در ا  ی احتمال
 نی ا  ک، یتراف ان یو ساعات مختلف جر  دادها، ی نقاط حوادث، رو

را توسعه دهد   يد ی جد ی عصب  يهامدل بر آن است تا   قی تحق
پ به  قادر  تراف  سفر زمان   ی نی بش ی که  حجم  دقت   ک یو  با 

 يباشند. نقطه قوت و نوآور  ی سنت  ي هاروش نسبت به    ي شتری ب 
قابل  نی ا  تراف  طیشرا   درآن    میتعم   تی روش،  و   یک یمختلف 

 به است.   ک یو حجم تراف  سفرزمان   ترق ی دق  ی نیب ش ی پ  ییتوانا
پ  ا   ش یهرحال،  از  استفاده گسترده  است   کرد، یرو  ن یاز  لازم 

تفس   يهاچالش  داده،  به  و محاسبات حل و فصل   ر یمربوط 

 )  يهاي و توانمند  های ژگی از و   ي اخلاصه )  1شوند. در جدول 
   است.شده  يگردآور   کردهایرو   ن یمختلف ا 
روز باشد، استفاده و به  قیدق  يهاینیبشیبه پ  ازیاگر ن

باشد. اما در    يممکن است انتخاب بهتر  Google Mapsاز  
عم  یصورت درك  هدف  تراف  ترقیکه  توسعه    ای  کیاز 
باشد،    طیشرا  يبرا  ینیبشیپ  دیجد  يهاروش خاص 
ي مدل سازي هوش مصنوعی از  هاروش  مبتنی بر  يهاروش

گزینه   عصبی  شبکه  و  عمیق  یادگیري  رگرسیون،  قبیل 
  . دنباشمیتري مناسب

  و تحقیقات مبتنی بر شبکه عصبی Google Maps ي هاروشمقایسه )  1جدول ( 
پارامترهاي 

 مقایسه
Google Maps تحقیقات مبتنی بر شبکه عصبی 

 هاي اجتماعیهاي تاریخی ترافیک، آب و هوا، رویدادها، شبکهداده  ، حسگرهاي ترافیکGPS  ،Waze هاداده نوع 

 ي عصبی جدیدهامدل  شدهي ترافیکی و یادگیري ماشین از پیش ساخته هامدل  هامدل

 بینیي جدید پیش هاروشتر از ترافیک، توسعه  درك عمیق  روزهاي دقیق و به بینیپیش  اهداف

 دقت بالا، پتانسیل براي نوآوري دقت، قابلیت انطباق، قابلیت تعمیم مزایا

 محاسباتیهاي  هاي زیاد، تفسیر دشوار نتایج، محدودیت نیاز به داده هاي محاسباتیهاي زیاد، تفسیر دشوار نتایج، محدودیت نیاز به داده معایب

  ترافیک   پارامترهاي   سازيمدل  -4
  سفر زمان  بینیپیشسازي و  در مهندسی ترافیک، مدل

ایی برخوردار  از اهمیت ویژه  نقلوحملدر درون شبکه هاي 
بر   تاثیرگذار  عوامل  بررسی  دلیل  بهمین  در است.  ترافیک 

ها در کیفیت و دقت نتایج حاصله نقش مهمی  اینگونه تحلیل
 لهیوس   دن یرس  ي برا، فاصله زمانی  سفرزمان  .نمایدیرا ایفا م

د  ک یاز    هینقل نقطه  به  می  گرینقطه  گرفته  نظر    شود. در 
برا  يهامدل پ  سازيمدل  يمختلف    سفر زمان  ی نیب شیو 

بر شبکه،    یمبتن   ،ي آمار  يهامدلاز جمله   ،شودمیاستفاده  
ترک  ی مبتن و  مکان  برنامه  يبرا   .]35[  ی بیبر   يهاتوسعه 
  ک، یو کنترل تراف  نقلوحمل  ي هاستمیس  يو راهبر   یاتیعمل

از   و    قیدق  یبررس  يبرا   یاضیر  سازيمدلاستفاده  عوامل 
  ار یبس  ی ک ینقاط ازدحام و مشکلات ترافبر  موثر    يپارامترها

ساده،    است.  یاتیح و  کلی  حالت  یک  ریاضیاتی در  مدل 
 توان به صورتپارامترهاي موثر بر ترافیک سطح معابر را می

  زیر بیان کرد:  )3رابطه (

)3(        Q = f (A, B, C, D, E, F, …) 
 

  B،  طرح هندسی معبر A،  میزان ترافیک در معبر  Q  که
،  وضعیت اقتصادي  D،  شرایط آب و هوایی  C،  نوع روسازي

E  اجتماعی فرهنگی  F،  وضعیت  عوامل  و    عوامل  سایر   ...
ترافیک بر  پارامترها باشند.  می  تأثیرگذار  این  از  یک  هر 

 ند بر میزان ترافیک تأثیر مثبت یا منفی داشته باشندتوانمی

پ  کی تراف  انیو جر  سفرزمان    . ]36,  37[   ي ادهیچ یرابطه 
افزا  دارند با  تراف  شیو    ش یافزا  زین  سفرزمان  ک،یحجم 

با در نظر گرفتن عوامل مختلف    سفرزمان  سازيمدل.  ابدییم
  ي سازنهیبه به  ،يروز، و ساعت کار  خ،یآب و هوا، تار  رینظ

در مورد   قی. اطلاعات دق]36,  37[  کندمیکمک    کیتراف
  ي ریجلوگ  ،یک یتراف  يرهایمس  يسازنهی، امکان به سفرزمان
ترا شب   شتر، یب  ک یفاز  مهم    یکیتراف  يدادهایرو  يسازهیو 

 . کندمیبه رانندگان فراهم  یرسانمانند تصادفات و اطلاع 

  روند جریان ترافیک شهري -1-4

  سفر زمانبر    يادیز  ریتأث  ک،ی حجم تراف  ای  کیتراف  انیجر
تراف حجم  تغ  کی دارد.  شهرها  به    کندمی  رییدر  وابسته  و 

رو  ر ینظ  یعوامل و  فصل  هفته،  روز  .  دادهاستیساعت، 
افزا  کیروزانه حجم تراف  راتییتغ و    شیدر ساعات مختلف 

روزانه،    خطوط  .ابدیی مکاهش   ترافیک  جریان  در  نمودار 
در  .است نییکمتر، پابا فعالیت  بالا و در ساعات    ساعات اوج 
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است  که از مطالعات حجم ترافیک الهام گرفته  )3(  این شکل
حجم ترافیک در طول روز به صورت یک منحنی    ،]39,  38[

این منحنی داراي دو قله و   است. سینوسی نشان داده شده
و مربوط    شودمیقله اول در صبح زود مشاهده    .دو دره است

اس صبحگاهی  ترافیک  مشاهده  ت،به  عصر  در  دوم  قله 
است  شودمی ترافیک عصرگاهی  به  مربوط  در    .و  اول  دره 

و مربوط به کاهش ترافیک در طول    شودمی ظهر مشاهده  
و مربوط    شودمیدره دوم در نیمه شب مشاهده   ت.روز اس

ساعت   ک یحجم تراف ی بررس .ترافیک شبانه است کاهش به
ضرور   ک، یتراف  ان یجر  يسازهیشب  يهامدلاست.    ياوج 

برا  ن یا  ندتوانمی را  بهتر    ی نیبشیپ  ي پارامترها  کنترل  و 
از    کنند.  سازيمدل  کیتراف تحقیق،  این   سازيمدلدر 

نقاط مبدا    سفرزمانعددي جریان ترافیک روزانه در تخمین  
  است. استفاده شده دو مقص

 
  ) نمودار روند جریان ترافیک 3شکل (

  سازي و اجرا در منطقه مورد مطالعه پیاده  -5
که  شد  گرفته  نظر  در  مسیري  مطالعه،  مورد  منطقه 

اي  منطقهبخشی از منطقه پنج تهران را به  )  4مطابق شکل ( 
. در اتصال نقاط ابتدایی  کندمیمیدان آزادي متصل  حوالی  

متعددي  مواصلاتی  مسیرهاي  منتخب،  مسیر  انتهایی  و 
وجود دارد که از بین آنها، یک مسیر اصلی که در برگیرنده 

شریان و  اصلی  بزرگراه  براي  باشدمیهاي  و  شد  انتخاب   ،
تاریخ   از  ماه  دو    1403/ 3/ 15الی    1403/ 14/1مدت 

پارامترهاي    سفرزمان بر  و  (  ترافیک موثر  تاریخ همچون 
تصادف،  جوي،  بارش  شرایط  روز،  نوع  ساعت،  برداشت، 

ترافیک پیک  هر  ضریب  بصورت  مشاهدات  و  پایش   (10  
بازه زمانی  .  ]40[برداشت شد Google Mapدقیقه یکبار از 

  شب در نظر گرفته شد.  12صبح تا  7پایش مشاهدات از 

  
  ) منطقه مورد مطالعه و نقاط ابتدا و انتهاي مسیر 4شکل (

و    هاگزارشلازم به ذکر است که شرایط ترافیکی طبق  
صرفا حائز اهمیت است    همطالعات مراکز ترافیکی، در این باز

صبح)  7روز ( ساعات صفر بامداد تا شبانهو در سایر ساعات 
روان ترافیک  نگرانی  ،جریان  دایره  از  خارج  توسعه و  هاي 

. از این رو، در این پژوهش نیز  باشدمیهاي ترافیکی  سیستم
از   پرهیز  و  زنده شهري  ترافیک  بر ساعات  تمرکز  بمنظور 
استاندارد  زمانی  بازه  به  غیرضروري،  اطلاعات  انباشتگی 

منطقه    لازم به توضیح است که  ترافیک شهري پرداخته شد.
مورد مطالعه محدود به این مسیر و نقاط مبدا و مقصد در  
نظر گرفته شد تا بتوان با تمرکز بر یک مسیر، پارامترها و  

را مطالعه دقیق نمود و طبعا با نتایج حاصله، بتوان   هامدل
معابر  شبکه  به  تعمیم  براي  تحقیق  این  دستاوردهاي  از 

  تر در سطح شهر استفاده نمود. وسیع

  ها سازیمدل پارامترهاي منتخب ورودي -1-5

این پژوهش، مورد بررسی و پایش   پارامترهایی که در 
دقیقه)،   و  (ساعت  زمان  تاریخ،  از:  عبارتند  گرفتند،  قرار 
پیش   تصادفات  ترافیک،  جریان  اداري،  یا  تعطیل  روزهاي 

جوي. توضیح  بارش   شرایط  کننده ترافیکی و آمده، نقاط قفل
اینست   تحقیق  این  در  منتخب  پارامترهاي  انتخاب  چرایی 

فوق موارد  تمامی  ثابتکه،  مسیر  در  (اطلاعات  یالذکر 
  1403/ 1/ 14در بازه زمانی    این مسیر پارامترهاي ترافیکی در  

رکورد اطلاعاتی ثبت گردید) ثبت    6592در    1403/ 15/3تا  
و پایش شدند. اینکه پارامترهاي وضعیت هندسی معابر در 

  تمام زمان و جریان در  استفاده نشد، این است که    هامدلاین  
ترافیک و سایر پارامتر در کل یک مسیر ثابت مورد بررسی  

رو، تخصیص ویژگی هندسه معابر در از ایناست، قرار گرفته 
و ضریب    شودمیپارامترهاي ورودي، تغییري را منجر ندسته  

ادامه  ثابتی در این محاسبات به خود تخصیص می داد. در 
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بهنمونه اطلاعات  برداشت  ساعات  از  پارامترهاي  هاي  مراه 
شده آورده  شده  ورودي  است. پایش  معرف ،  پارامترهاي 

وضعیت  هاي موثر بر ترافیک هستند که عبارتند از ؛  مولفه
(ضریب یک در روزهاي بارانی و صفر    بارش  متاثر ازجوي  

غیربارانی) روزهاي  به    ترافیک پیکضریب  ،  در  توجه  (با 
)، و وقوع تصادف در مسیر مورد نظر(ضریب 3نمودار شکل  

تصادف)، بدون  صفر  و  شده  ثبت  تصادف  براي  زمان  یک 
یکبار دقیقه  ده  هر  اطلاعات؛  عددي   برداشت  مقادیر  (به 

نوع روز به لحاظ اداري یا تعطیلی و ،  متوالی تبدیل گردید)
مناسبتتاریخ یک)  دارهاي  تا  صفر  از  ضرایب  روز  ،  (حد 

طلاعات که مقدار عددي شمارشی براي آن لحاظ  برداشت ا
آخر   ستون  نهایتا  و  از   سفرزمانشد،  شده  گرفته  آنی 

Google Map  .(بعنوان متغیر وابسته )  لازم به ذکر است که
- آوري اطلاعات و تدوین آنها، در مرحله آمادهپس از جمع

سازي نمود، زیرا  باید مقادیر ورودي را نرمالسازي اطلاعات،  
از چند  سازيمدلو    ي سازهیشب وابسته  پارامتر    نیپارامتر 

سر و کار مختلف  يهااز داده يا معمولاً با مجموعه، مستقل
 نیخاص خود را دارند. ا  اسیکه هر کدام دامنه و مق  دارد

رو  ندتوانمیها  تفاوت  تأث  یی نها  جینتا  ي بر    ی منف  ریمدل 
و   رات یتأث نیا  هشها به منظور کاداده  يسازنرمال. بگذارند

انجام  داده  لیتحل  ای  نیماش  يریادگی  ندیفرآ  لیتسه ها 
الگور  ياریسب  .شودمی مانند    ن،یماش  يریادگی  يهاتمیاز 

  اس یمق  ریبه شدت تحت تأث  ،یعصب  يهاشبکه  ها وونیرگرس
  یی سرعت همگرا تواندمی يساز. نرمال گیرندمیها قرار داده

  ي زمان لازم برا  جهیدهد و در نت   شیرا افزا  هاتمیالگور  نیا
دهد.  کاهش  را  مدل  نیز،   آموزش  تحقیق  این  با    در 

تمام پارامترها در    ک، یها به محدوده صفر و  داده  يسازنرمال

کهقرار    کسانی  اس یمق  کی به    نتیجتا  امر  نیا   گرفتند 
طور    کندمیکمک    نیماش  يریادگی  يهاتمیالگور به  تا 

  ر یها توجه کنند و از تأثموجود در داده  يبه الگوها  يمؤثرتر
فرایند  شود.  يریکوچک جلوگ  ایبزرگ    ریمقاد   نهایتا   این 

ها را داده  لیتحل  شده ومدل    ییبهبود دقت و کارامنجر به  
 سازي نیز، وپس از نرمال .سازدیتر متر و قابل فهم ساده زین

ها، از  منظور تحلیل و مقایسه خروجیهپس از اخذ نتایج، ب
استفاده گردید. در جدول  عددي  سازي  فرایند معکوس نرمال

  است. سازي شده آورده شدهل)، برشی از اطلاعات نرما2(

رگرسیون  ونیرگرس  کردیرو-2-5 و  چند   خطی 
 سازي جریان ترافیکدر شبیه رهیمتغ

تراف مطالعات    ک یتراف  ان یجر  يهادادهعموما    ک،یدر 
براي   سازيمدلي فناورانه هاروشیت ندارند و باید از جامع
نمود.    سازيشبیه استفاده  ترافیک    ون یرگرسجریان 

ازجغرافیایی   بر    کی تراف  نیتخم  ي هاروش  نیبهتر  یکی 
 يارهایادغام معو امکان    داده و زمان است  اطلاعاتاساس  
فراهم    کی تراف  انیجر  ن یتخم  ي را برا  ی و هندس  یک یتوپولوژ

رگرسیون،  .کندمی مدل  این    ی نی بشیپ  منجربه  نتایج 
منظور، از گردد. بدینمی  کیتراف  انیجرو متعاقبا    سفرزمان

رگرسیون، مختلف  روشهاي  و  مدل  بین  خطی  هاي 
جهت   شدند.  گرفته  نظر  در  کار،  ادامه  جهت  چندمتغیره 

  ک، یتراف  انیجر  نیدر تخم  رهیچند متغ  ونیاستفاده از رگرس
داده مقاد  ییهاابتدا  متغ  کیتراف  انیجر  ریشامل    ي رهایو 

و و  خودروها  تعداد  روز،  ساعت  (مانند   يهای ژگیمستقل 
  .  شدند  يآورشبکه راه) جمع یو هندس یک یتوپولوژ

  آوري شده شده مقادیر پارامترهاي موثر بر ترافیک جمع نرمالسازي  )2( جدول 
Dependent-

variable Date_number  Type_date  Record's time  Accident Traffic pick  Weather 
0.5319 0.1818 0.8 0.2916 0 0.5 0 
0.5744 0.1818 0.8 0.2986 0 0.6 0 
0.6382 0.1818 0.8 0.3055 0 0.7 0 
0.7446 0.1818 0.8 0.3125 0 1 0 
0.7872 0.1818 0.8 0.3194 0 1 0 
0.7872 0.1818 0.8 0.3263 0 1 0 
0.8510 0.1818 0.8 0.3333 0 1 0 
0.8723 0.1818 0.8 0.3402 0 1 0 
0.8510 0.1818 0.8 0.3472 0 1 0 
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  ل یو تحل  شدآماده    لیو تحل  هیتجز  ي ها براسپس داده
از    یهمبستگ استفاده  و    يرسازیتصو  يهاروشبا  داده 

. در مرحله بعد، با استفاده گردیدانجام    ی همبستگ  سیماتر
  جاد یا کیتراف  ان یجر  نیتخم   يبرا   یها، مدلاز اطلاعات داده

رگرس  سپس .  شد ب  سازيمدل  يبرا   ونیاز    ن یا  ن یرابطه 
مجموعه در این فرایند،  .  گردیداستفاده    سفرزمان پارامترها و  

  از   ٪80شد،    میتقس  یشیو آزما  یداده به دو بخش آموزش
و    براي  هاداده گرفته  شیآزما  براي  ٪20آموزش  نظر   در 
ي رگرسیون خطی مطابق شکل  هاروشنتایج حاصل    .ندشد

مقدار  5( و   (Squared-2R    با برابر  آمده    0.61515بدست 
رگرس  .باشدمی مدل  نیز،    رهیچندمتغ  یاچندگانه    ون یدر 
عوامل موثر مستقل ( يرهایمتغ و )،سفرزمانوابسته ( ریمتغ

وابسته متغیر  بنابراین  ) بر  شدند.  گرفته  نظر  مدل    در  در 
مجموعه داده  در یک    مستقل  ریچند متغ، ابتدائا  رهیچندمتغ

ورود  يحاو پارامتر  تراف  ،ي شش  حجم  زمان  ک،یاز جمله 
مشاهده    سفرزمان و  جاده  ، تصادفات  هفته، آب و هوا  روز، روز

  . گردید يآورجمعشده 

 
  ) نمودار رگرسیون حاصل از مدل رگرسیون خطی 5شکل (

تقر  بیضرا  سپس، عبارت  مدل  یبیو  سازي  در 
وابسته و  متغیر  آزما  متغیرهاي  مورد  و  قرار   شیساخته 

ها و پراکندگی متغیرهاي مستقل  مقادیر باقیمانده.  گرفتند
خطی    ونیمدل رگرس  باشند.می  6مطابق با اشکال    و وابسته

نهایت،   پ  دقت متوسطیدر  با مقدار   سفرزمان  ینی بشیدر 
Squared-2R  دارد 0.6264برابر با  .  

  
  و پراکندگی متغیرهاي مستقل و وابسته ها مقادیر باقیمانده ) 6شکل (

هاي پراکندگی متغیرهاي مستقل؛  نقشهمطابق تصاویر، 
وابسته  رابطه بین متغیر مستقل و متغیر  هر نقشه نشانگر 

نشانگر متغیر    Yنشانگر متغیر مستقل و محور    Xاست. محور  
  وابسته است. 

  

رگرسیون  پراکندگی دو نمونه از مشاهدات مستقل ) 7شکل (
  چندمتغیره 
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  نمودار رگرسیون نهایی مدل چند متغیره  ) 8شکل (

، مدلی  جهت اجراي مدل رگرسیون خطی و چندمتغیره
که  اکسل را    لیفا  کیکد  به زبان پایتون توسعه داده شد که  

  م یفر  کیآن را به    ودریافت    ،هاي مدل استمقادیر ورودي
و چند    ،را اجرا  ونیرگرسکند و مدل  می  لیداده پانداس تبد

برا داده  ينقشه  اتجسم  مدل  عملکرد  و    کند. می  جادی ها 
متغیرهاي مستقل   دو نمونه از  پراکندگیدرمدل چندمتغیر،  

  نمودار رگرسیون نهایی مطابق شکل ) و 7(مطابق با اشکال 
  . باشندمی) 8(

دهنده  نشان  0.2316این تحلیل    Interceptحاصل  مقدار  
وابسته (در    ریمتغ  يشده برا  ینیبشیمقدار پ  ایمقدار ثابت  

مستقل   يرهایمتغ  یکه تمام  ی) است زمانسفرزمان  نجا،یا
  ي رهایمتغ  یاگر تمام  گر،ید(پارامترها) صفر باشند. به عبارت
پ مقدار  باشند،  صفر  برا  ین یبشیمستقل    ر یمتغ  يشده 

  است.  0.2316با   رابرب حدودا )سفرزمانوابسته (
  ) مقادیر حاصل از رگرسیون 4جدول ( 

0.3
04

83
 

0.2
53

63
 

-0.
01

28
8 

0.0
72

61
 

0.1
11

08
 

0.0
44

98
 

Coefficients  

  نشان   )4مطابق مقادیر مندرج در جدول (  این ضرایب
  اولین پارامتر تاثیرگذار در ترافیک،     ٪1  شیکه افزا  دندهمی

افزا به     ٪ 1  رییتغشده،    سفرزمان  در  ٪ 0ဂ0449  ش یمنجر 
 ٪0.111 رتغیی به دومین پارامتر تاثیرگذار در ترافیک منجر

در   ٪1  شیافزا،  سفرزمان  در تاثیرگذار  پارامتر  سومین 
  ٪ 1  شیفزا، اسفرزمان  در  ٪0.0726  شافزای  به  ترافیک منجر

منجر ترافیک  در  تاثیرگذار  پارامتر   کاهش  به  چهارمین 
پارامتر      ٪1  ش یافزا،    سفرزمان  در  0.0128٪ پنجمین 

منجر ترافیک  در    در   ٪0.2536  شافزای  به  تاثیرگذار 
ششمین پارامتر تاثیرگذار در   ٪1 شیافزا ، و نهایتاسفرزمان

افزاترافیک   به    . شودمی  سفرزمان  در  ٪0.3048  شیمنجر 
با    R²(  squared-R(  مقدار دهنده نشان  نیز  0.6264برابر 

ا  نییتع  بیضر ب   نیاست.  مدل   نیا  گرانیمقدار  که  است 
توانسته    انس واری  از  ٪62.64حدود  است  توسعه داده شده، 

  رات تغیی  از  ٪ 37.35  ،یدهد. از طرف  حیرا توض  سفرزماندر  
متغ  سفرزماندر   توض  ین یبشیپ  يرهایتوسط  مدل    ح یدر 

مانند رفتار راننده،   يگریو احتمالاً به عوامل د  شودمیداده ن
غ  طیشرا   ن ی. اشودمینسبت داده    ره،یجاده، آب و هوا، و 

 ریدر مدل تأث ینیب شیپ يرهایکه متغ دهدینشان م  جهینت
د  سفر زمانبر    ی مهم عوامل  وجود  اما  در    يگر یدارند،  که 

بررس مورد  نگرف  ی مدل    تواند میاحتمالاً    زین   اندتهقرار 
ی  خط ونیاز رگرس ،مطالعه تا این بخش از باشند. رگذاریتأث

  ي و پارامترها  سفرزمان  نیرابطه ب  ی بررس  ي برا  و چندمتغیره
تراف در    .گردیداستفاده    کیمختلف  نتیجه  این    ن یتخماز 

  ي هادر شبکه  ک یتراف  انیمجدد جر  عیها و توزجاده  تیظرف
اشودمیاستفاده    ياجاده بهبود    تواندمیروش    نی.  به 

تراف  کیتراف  تیریمد ازدحام  کاهش  کند.    کیو  در  کمک 
، تشریح R²  کلی  مقادیر تقریبی جهت تفسیر)، نیز  5جدول (

  است. شده
  R²) مقادیر تقریبی جهت تفسیر 5جدول ( 

  R²مقدار   سطح مدل 
  2٫0 تا 0٫0  ف یضع اربسی

  4٫0 تا 2٫0  ف ضعی
  6٫0 تا 4٫0  متوسط 
  8٫0 تا 6٫0  قوي 

  0٫1 تا 8٫0  ي قو اربسی

تصادفی مدل جنگل  جنگل  ؛  رگرسیون  رگرسیون 
است   دهیچی و پ یرخطیقادر به مدل کردن روابط غ تصادفی

  ن یا. باشدمی نویز دار يهامقاومت بالا در برابر داده يو دارا
ازنیز    کیتکن برخورداري  بهتر    بدلیل  برازش  بالا،  دقت 

و  یرخطیغ  يهاداده با  تعامل    ي برا،  مختلف  يهایژگیو 
این مدل    منتج از  2Rمقدار  شد.    انتخاب  سفرزمان  ینی بشیپ

حاصل گردید. نمودار رگرسیون این روش نیز    0.95431برابر  
  است. ) نشان داده شده9در شکل ( 

عمیق؛   عصبی  شبکه  استفاده در  مدل  دیگر  روش 
  ي برا  قیعم  یمصنوع   یاز شبکه عصب   ، این تحقیقشده در  

شامل    ،شبکه  نیا  است.استفاده شده  سفرزمان  يسازهیشب
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  ي ژرف برا  یشبکه عصب  کیاست که    MLPRegressorمدل  
  کند.  استفاده می ونیرگرس

 نمودار رگرسیون جنگل تصادفی ) 9شکل (
  

  

  
  عمیق رگرسیون مقادیر آموزشی و تست شبکه عصبی ) 10شکل (

مدل   این  و    يبرا  scikit-learn  کتابخانه  ازدر  آموزش 
و  ریمقاد  ینی بشیپ اساس  از ها  داده  يهایژگیبر    و 

 
1 Parallel Processing 
2 Graph Optimization 

TensorFlow ساخت شبکه و  يبرا زینDNN شده  استفاده
توسط گوگل توسعه داده شده و ابزارها   TensorFlowاست.  

  ي و پردازش عدد  قیعم   ي ریادگی  يرا برا  ي اریو منابع بس
  یی توانا  یروش با استفاده از شبکه عصب  نیکند. افراهم می

  ف گرا  میرا داراست و از مفاه  یرخطیو غ  دهیچی حل مسائل پ
مواز پردازش  می  1ي و  استفاده   کند.استفاده  مورد    روش 

TensorFlow  ،مواز ، 2گراف  ي سازنهیبه   ، يپردازش 
و  4TPUو    GPU3از    یبانیپشت برا   يابزارها،    يمتنوع 

  ي عملکرد را برا  نیتا بهتر  باشدمیو پردازش داده    يبارگذار
کند.  قیعم   ي ریادگیمحاسبات   شکل    فراهم  نمودارهاي 

) نمایانگر نمودارهاي رگرسیون مقادیر آموزشی و تست 10(
 . باشدمیشبکه عصبی عمیق 
شبکه    با الگوریتم شده  دادهتوسعه  کد  در این پژوهش،  

مدل  بوده  سازيمدل  يبرا   قیعم  یعصب عملکرد  با    نیز  و 
از برايگردید  یابیرزا   R² استفاده  برنامه  از    ارزیابی مدل  . 

براي ارزیابی      sklearnاز  و     score_کتابخانه  از   R² معیار
کرده که     استفاده  "هدف"بینی مقادیر  دقت مدل در پیش

 سفرزمان سازيمدلنتایج حاصله از شبکه عصبی عمیق در 
با    R²با مقدار   (  0.840برابر  به  .  باشدمی)  11مطابق شکل 

کلی،   همه   TensorFlowطور  و  قدرتمند  براي ابزاري  کاره 
ي یادگیري عمیق است که هامدلساخت، آموزش و استقرار  

اي در تحقیقات و کاربردهاي دنیاي واقعی  به طور گسترده
  . گیردمورد استفاده قرار می

   
  نمودار رگرسیون نهایی شبکه عصبی عمیق ) 11شکل (

) شکل  مورد  12در  عمیق  عصبی  شبکه  معماري   ،(
ورودي پارامترهاي  تعداد  و  و  استفاده  میانی  هاي  لایه   ،

این شبکه عصبی    است.پارامتر خروجی نیز نشان داده شده

3 Graphics Processing Unit 
4 Tensor Processing Unit 
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یک لایه ورودي، دو لایه پنهان و یک  ؛  لایه است  4شامل  
   است.قرار داده شده  نورون   6ورودي،  لایه  در    .لایه خروجی

"None"  اینستنشان نمونه   دهنده  تعداد  ورودي که  هاي 
هر نورون  (پنهان) هاي متراکم لایهدر  .تواند متغیر باشدمی

لایه اول متراکم    .هاي لایه قبلی متصل استبه همه نورون
لایه   .بعدي است  64نورون دارد و خروجی آن یک بردار    64

متراکم   بردار    32دوم  یک  آن  خروجی  و  دارد    32نورون 
نورون دارد و خروجی آن    1لایه آخر متراکم    .بعدي است

به اینکه لایه خروجی تنها  .  یک عدد اسکالر است با توجه 
رگرسیون  مسئله  یک  براي  شبکه  این  دارد،  نورون  یک 

  70حدود  استفاده شده،    DNNدر مدل    است.طراحی شده
داده کل  از  عندرصد  به  دادهها  نظر    ی آموزش  يهاوان  در 

تا   شدندآموزش مدل استفاده    ي ها براداده  ن ی. اشدگرفته  
.  ردیبگ  ادیها را  بتواند الگوها و روابط موجود در داده  تمیالگور

  ي هاها به عنوان دادهدرصد از کل داده  30همچنین حدود  
ها بعد از آموزش مدل مورد  داده نی. ایافتآزمون اختصاص 

که    ییهاداده  يتا عملکرد مدل بر رو  گرفتنداستفاده قرار  
  شود.  یابیارزاست،  ده یقبلاً ند

  
  توسعه داده شده DNNمعماري )  12شکل (

 ارزیابی نتایج   -6

به منظور  هاي یادگیري عمیق،  مدل   کار با  دربطور کلی،  
ارز  یبررس داده   ی ابی و  مدل،  اصلعملکرد  دسته  دو  به    ی ها 
داده شدند   م یتقس داده   یآموزش   ي ها:  براي  تست.    يهاو 

در  ها  درصد از کل داده  80الی    70حدود   ،یآموزش   ي هاداده 
  ي . از سوشدندمدل استفاده    وزشآم  يبرانظر گرفته شدند که  

باق   30  الی  20  تست  يهاداده   براي  گر،ید به    ماندهی درصد 
ارز  از مرحله آموزش   ی ابیمنظور  مدل پس  نظر    عملکرد  در 

  دهد ی امکان را م  نی به مدل ا  يبندم یتقس  نی . اگرفته شدند
و سپس   رد ی بگ اد ی ها را موجود در داده  ي که قادر باشد الگوها
داده  از  استفاده  فرا   ییهابا  طول  در  د   ندیکه   ده یآموزش 

   قرار دهد.  یاند، عملکرد خود را مورد بررسنشده 
در    ي مختلفهادر این تحقیق، پس از استفاده از مدل

داده آزمون  و  نتایج  آموزش  مختلف،  با کلی  هاي  مطابق 
    حاصل گردید.) 6در جدول (مقادیر نشان داده شده 

  ها ) جدول مقایسه پارامترهاي ارزیابی مدل 6جدول (
رگرسیون  
 تصادفی 

و  رگرسیون خطی
 چند متغیره 

هاي عصبی  شبکه 
 عمیق 

پارامتر  
 ارزیابی 

0.955 0.615 0.84 R² 

0.03405 0.0943 0.0671 RMSE 

0.00116 0.0089 0.00451 MSE 

  R²تفسیر عملکرد خوب  ترتطبیق ضعیف  بهترین عملکرد 

توزیع نزدیک به  
نرمال با انحرافات  

 کم

توزیع نزدیک به  
برخی نرمال با 

 اختلافات 

توزیع مرکزي با 
انحراف کم، نزدیک 

 به نرمال

توزیع نمودار  
 هاباقیمانده 

  
قرار   استفاده  مورد  مطالعه  این  در  که  ارزیابی  پارامترهاي 

موارد    R²پارامتر    باشند.می  RMSEو    R²  ،MSEگرفتند، 
(اختلاف)   انسیاز وار  يچه درصد دهنده این است کهنشان

وس  ریمتغ به  (هدف)  مستقل    يرهایمتغ  لهیوابسته 
مقدار آن بین صفر و   .شودمیداده  حی) توضگرهاینی بشی(پ

  انس یمدل واریک است و هرقدر به یک نزدیک باشد، یعنی 
میانگین    MSEمقدار  .دهدیم  حیها را توضداده  بیشتري از

پیش مقادیر  بین  خطا  و  مربعات  مدل  توسط  شده  بینی 
است و    MSE جذرنیز     RMSEمقدار    .مقادیر واقعی است

 .استها  بینیمیانگین مقدار خطاي مطلق پیش  دهندهنشان
مقدار چقدر  نشان   ترپائین  RSMEو     MSEهر    باشد، 

پیشمی خطاي  که  کم دهد  مدل  نتایج    .است  تربینی 
،  40.8برابر با    R²  یردامقحاکی از   قیعم   یعصب   يهاکهشب

MSE    وRMSE    باشد می  0.0671و    0.00451  بیترتبه  
 هیمدل در توج  نیخوب ا  ییدهنده توانانشانکه این مقادیر  

مطابق شکل   هاماندهیباق  ستوگرامیه  ن،یهمچنها است.  داده
به  هاي مختلف  در مدل  هاماندهیکه باق  دهدینشان م  ) 13(
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مرکز نسبتاً  م  یعیتوز  يدارا  يطور  با  ،  صفر  نیانگیبا 
اندك و   نرمال هستند.  کینزد  عیتوزانحرافات    مدل   در  به 

DNNه به    کینزد  عیتوز  يدارا  هامانده یباق  ستوگرامی، 
در مدل    است.   عیاختلافات کوچک در توز  یاما با برخ   ،نرمال
RFR  ،در سطح   نرمال  عیتوز  يدارا  هامانده یباق  ستوگرامیه

می مدل  هاماندهیباق  ستوگرامیه  باشد.بالایی  هاي در 
نرمال   نسبتا  توزیع  نیز،  متغیره  چند  و  خطی  رگرسیون 

برابر با    R²  یر دامق  ی،تصادف  جنگل  ون یرگرس  مدلدر  دارند.
0.95  ،MSE    وRMSE    ترتیب   0.03405و    0.00116به 

این مقادیر   توانابدست آمد که  دهنده  ا  یینشان    ن یخوب 
  RMSEو  MSE نتایج مقادیر  .  ها استداده  هیمدل در توج

مراتب   به  متغیره  چند  و  خطی  رگرسیون  مدل  از  حاصل 

الذکر بدست آمد. مقایسه نموداري  تر از دو مدل فوقضعیف
  است. )، آورده شده14این نتایج نیز در شکل شماره (

 
  ها ) نمودار مقایسه اي پارامترهاي ارزیابی مدل 14شکل (

    
  هیستوگرام باقیمانده هاي رگرسیون جتگل تصادفی   هاي رگرسیون خطی هیستوگرام باقیمانده 

    
  هاي شبکه عصبی عمیق هیستوگرام باقیمانده   ره یچند متغ ونیرگرس هاي¬ماندهیباق ستوگرامیه

  DNNو  RFRهاي رگرسیون خطی، چندمتغیره، هاي مدل ) هیستوگرام باقیمانده 13شکل (
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  هاي منتخب مدلارزیابی مستقل -1-6

نتایج،   مجدد  و  مستقل  ارزیابی  دو  دادهجهت  به  ها 
داده    %10(    شدند  میمستقل تقس  یابیمجموعه موقت و ارز
و   مستقل  موقت)  %90ارزیابی  مجموعه  داده  از  سپس   .

  % 70( ها به دو مجموعه آموزش و آزمون دادهمجددا موقت، 
 .گردیدند  میتقسداده براي آزمون)    %20داده براي آموزش و  
مجموعه آزمون    يبر رومدل  ابتدا  ،  نیز  براي اجراي ارزیابی

  . شد اجرا  ، مستقل یابیمجموعه ارز يو سپس بر رو
جهت،  کردی رو  نیانتیجه   این  از  اطمینان  که    حصول 

تنها در رو نه  آزمونآموزش  يهاداده  يمدل  بلکه در    ،ی و 
ن  يهاو داده  یواقع  يایدن ا  ییکارا  زیناشناخته  با    ن یدارد. 

و    ردیگیصورت م  ج ینتا  يرو   یسنجو صحت  یابیروش، ارز
نتایج حاصل از ارزیابی    نمود.کارایی مدل را ارزیابی    توانیم

مستقل بر دو مدل شبکه عصبی عمیق و رگرسیون جنگل  
این مقادیر مشابه    تفسیر  ) آورده شد.7تصادفی در جدول ( 

که  همانطور  میباشد.  آموزش  و  آزمون  مجموعه  تفسیر  با 
مستقیم   ارزیابی  نتایج  به  بسیار  مقادیر  شده،  داده  نشان 

هایی برتري  RFRباشد و همچنان مدل  ها نزدیک میمدل
  هاي آنومالی دارد.  سازي دادهدر مدل DNNنسبت به مدل 

  ها ) جدول مقایسه پارامترهاي ارزیابی مستقل مدل 7جدول ( 
  رگرسیون تصادفی 

RFR 
هاي عصبی شبکه

 (DNN) عمیق
 پارامتر ارزیابی

94262.0  
 

0.8224 R² 

0.03484 0.06932 RMSE 

0.00121 0.00481 MSE 

مدل عملکرد  نتایج این بخش موید این نکته است که  
- عینو در داشته و آزمون   یآموزش  يهاداده ي بر رو یخوب

توانسته   مستقلهادادهحال  ارزیابی  خوبی  را    یی  به  نیز 
لذا، پژوهشگران   ینی بشیپ ارزیابی می  کند.  - با این روش 

را    شناساییامکان    توانند مدل  ضعف  و  قوت  داشته نقاط 
  آن بپردازند.   يسازنهیو به به  باشند

  گیري نتیجه  -7
نتایج حاصله، و    براساس  عمیق  مدل شبکه عصبی  دو 
و    ینی بشیدر پ  ییبالا  يتوانمندرگرسیون جنگل تصادفی  

داده  قیتطب دادند.  هابا  نشان  خود  مقایسه    از    RFRدر 

  ، یخط  ون ی، رگرسDNN  هايمدل  نیعملکرد را از ب   نیبهتر
رتبه است  از خود نشان داده  رهیچندمتغ  ونیو رگرس در  و 

به  هاي عمیق  قرار دارد. مدلهاي عصبی عمیق  شبکه  بعد،
از آنجائیکه    .تر هستندها حساسطور کلی به نویز در داده

  حوادث رانندگی ترین محور مورد بررسی این تحقیق،  مهم
هاي  توجهی در دادهقابلنویز    اساسا  این مساله  طبعا  بوده،

ایجاد   که  میترافیک  است  این  حاصله  نتایج  تفسیر  کند. 
نویز، در    وجود  عمیق  دقت شبکه عصبی  کاهش  به  منجر 

هاي تصادفی در مقابل، جنگل .شودمی  سفرزمانبینی  پیش
توانند با میذاتا تر هستند و به طور ذاتی در برابر نویز مقاوم

 .نویزدار را مدل نمایند  وهاي ناقص  موفقیت بیشتري داده
عمیق  شبکه عصبی  پیچیدههامدلهاي  که  ي  هستند  اي 

دارند پارامتر  زیادي  امر   .تعداد  به    تواندمیاین  منجر 
هاي آموزشی شود، به خصوص زمانی که داده  یبرازشبیش

باشند جنگل .محدود  مقابل،  تصادفی  در  ي هامدل هاي 
پارامترهاي کمتري دارندتساده تعداد  ین  ا  .ري هستند که 

برازشی جلوگیري کنند  کند تا از بیشامر به آنها کمک می
را در وظایف پیش بالایی  بینی حفظ  و در عین حال دقت 

اي از درختان تصمیم  هاي تصادفی از مجموعه جنگل  .کنند
شده یک  تشکیل  از  استفاده  با  آنها  از  کدام  هر  که  اند 

این   ،  شوندمیها آموزش داده  زیرمجموعه تصادفی از داده
جنگل به  مدل  میتنوع  کمک  تصادفی  از  هاي  تا  کند 

ها یاد بگیرند و در نتیجه  هاي مختلف در مورد دادهنگرش
   .تري ارائه دهندهاي دقیقبینیپیش

هایی  بطورکلی، نتایج بدست آمده از این مطالعه، برتري 
  مطالعات صورت گرفته در این حوزه را در مقایسه با سایر  

تا  ند قادر RFR و  DNNي  ها مدل دارد، از جمله اینکه این  
جامع داده   از و  متنوع  مختلف   هاي  ترافیک    منابع  بر  که 

یا  اثرگذار هستند، همچون   روزانه،  ترافیک  شرایط جوي، 
منجر  د. این امر  نبرداري کنبهره  و غیره،  رویدادهاي خاص
این عوامل و  مدل    تربه تحلیل دقیق با لحاظ کردن تاثیر 

پیش دقت  از  شود می   سفر زمان بینی  بهبود  بسیاري  در   .
دلیل  هي شبکه عصبی و یادگیري عمیق بها مدلتحقیقات،  
مدل شبیهتوان  جهت  پیچیده  و  غیرخطی  روابط  - کردن 

که در این مطالعه سعی گردید،  است،  سازي پیشنهاد شده
روش   هردو  شرایط    DNNي  ها روش و    RFRنتایج  در 
هم بصورت  نقاط  یکسان  و  شود  مقایسه  و  بررسی  زمان 

  ضعف و قوت هرکدام مشخص گردد. 
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  پیشنهادات   -8
آتی  شودمیپیشنهاد   مطالعات  عمیق  در  تحلیل  تر با 

به تغییرات پارامترها   هامدلها، بررسی حساسیت  باقیمانده 
عملکرد   بصري  مقایسه  نقاط هامدل و  از  بهتري  درك  به   ،

با نتایج حاصله  . بطور کلی،  قوت و ضعف هر مدل دست یافت
هایی مانند جنگل تصادفی الگوریتمتوان نتیجه گرفت که  می

تر ي سادههاروش، نسبت به سایر  هاي عصبی عمیقو شبکه
روابط    سازيمدلتوانایی بیشتري در  یادگیري ماشین، هردو  

اما به منظور    .غیرخطی و تعاملات پیچیده بین متغیرها دارند
پیشنهاد   هرکدام،  نواقص  رفع  و  بهتر  دقت  با  نتایج  کسب 

، به دقت و کارایی بیشتري هاروشبا ترکیب این    گرددمی

 تواندمی   یجنگل تصادف.  دست یافت  سفرزمانبینی  در پیش
  ي برا  یعصب  يهاکند و شبکه  ییناسارا ش  ییابتدا  يالگوها
 نی. ارندیمورد استفاده قرار گ ترده یچیتعاملات پ سازيمدل

 ک،یتراف تیریمد يسازنهیمنجر به به تواندمیمتقابل  ریتأث
افزا و  انتظار  زمان  حمل  یمنیا  شیکاهش  شود. در    ونقل 

ا  علاوه از    ن،یبر  هوش استفاده  جدیدتر  رویکردهاي 
یمصنوعی،   عنوان    یتیتقو  يریادگهمچون  روش    ک یبه 

 تیریو مد  رهایمس  يسازنهی در به  تواندمی  ،یهوش مصنوع
بسزا  کیتراف الگوریتم  کند.  فایا  یینقش  تعامل   ها،این  با 

  برخط بازخورد، قادرند به صورت   افتیو در  ط یمستمر با مح 
کاهش   ي را برا  رهاین مسیها پرداخته و بهترداده  لیبه تحل
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