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  ) 1403 شهریور، تصویب: 1403 اردیبهشت(دریافت:  

  چکیده
  تی ریمد  هاي شهري،به روزرسانی نقشه  ها را فراهم کرده و در آن  يهای ژگ یو و ی از نوع اراض ی اطلاعات مهم نیزم   یپوشش  يها نقشه  دی تول

هاي رایگان  هاي پردازش تصویري و داده در این رابطه استفاده از تکنیک   دارد.  ینقش مهم   دار ی و توسعه پا  ستی ز  طی حفاظت از مح   ، یعی منابع طب
براي تولید نقشه پوششی زمین ( بهینه  از رویکردهاي    LCMشود. در این مطالعه جهت تولید  محسوب می )  LCMسنجش از دور یک روش 

ي  دو مرحله  شامل MLاست. رویکرد ) استفاده شده DL) و یادگیري عمیق (MLهاي یادگیري ماشین ( مختلف هوش مصنوعی شامل الگوریتم 
)  GLCMسطح خاکستري (   رخداد هم   س ی ماترمستخرج از    هاي بافتی بندي است. در بخش استخراج ویژگی از ویژگی و طبقه   استخراج ویژگی 

  رگرسیون لجستیکبندي کننده هاي طبقه الگوریتم  مرحله طبقه بندي در و استفاده گردید  یو آنتروپ   تضاد  ،همگنی انس،ی وار  ن،ی انگی ماعم از  
(LR)،  درخت تصمیم  (DT) ،  جنگل تصادفی  (RF)    ماشین بردار پشتیبانو  (SVM)   .در رویکرد    به کارگرفته شدDL   بندي  هاي تقسیم از مدل

 DL و  ML هاي براي ارزیابی دقت الگوریتم استفاده گردید.    MRU-Netو    U-Net  ،U-Net++  ،ResU-Net  هايمدل   معنایی یادگیري عمیق شامل

نتایج این مطالعه در سه بخش   .مربوط به دو منطقه واقع در غرب شهر تهران استفاده گردید   2- در تولید نقشه کاربري زمین، از تصاویر سنتینل
باندهاي اصلی تصویر و ویژگی RF ، مدل  MLدر بخش  ها مورد بررسی قرار گرفت.  و مقایسه آن   ML ،   DLمختلف   بافتی  که از ترکیب  هاي 

  MRU-Netمدل DL در بخش  .ها عملکرد بهتري داشت نسبت به سایر مدل   92/ 62و ضریب کاپاي %  95/ 21استفاده کرده بود، با دقت کلی % 
بدون     MRU-Net  مدلرا تولید کرد.    LCMترین   هاي عمیق مطلوب در مقایسه با دیگر مدل   92/ 73%   يضریب کاپا و    95/ 33%   با دقت کلی

با ترکیب باندهاي اصلی   RF نسبت به مدل   0/ 82و %   0/ 53% به ترتیب به میزان  دقت کلی و ضریب کاپاي  بهبود هاي بافتی،  استفاده از ویژگی 
 هاي بافتی استفاده کرده بود، دقت کلی و ضریب کاپاي مدل که از ترکیب باندهاي اصلی و ویژگی  RF تصویر داشت. همچنین، در مقایسه با مدل 

MRU-Net   بیشتر بود  0/ 11و %   0/ 12%  به ترتیب.    
U-Net ،  ، یادگیري عمیقنیماش  ي ریادگ، ی نیپوشش زمي بندطبقه  واژگان کلیدي:
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  مقدمه  -1
زمیطبقه  پوشش  حن  بندي  برا   یات یاطلاعات    يرا 

تدو ي ریگم ی تصم  يندهایفرآ   ،ي شهر  زانیربرنامه    ن یو 
م  ن یزم  ي کاربر  يهااست یس تولید  .  ]1[  کندی فراهم 

نه تنها به درك از اجزا و    )LCM(1  هاي پوششی زمینه نقش 
و   راتیی تغ صی بلکه به تشخ کندی کمک م  نیزمکره   تیماه

د م   زی ن  يشهر  کینامیمطالعه  ا] 3[  ,] 2[د ی نمای کمک    ن ی. 
  ي هاي و نظارت بر انواع مختلف کاربر ییامکان شناسا  ند یآ فر
شهر  ن،یزم مناطق  جمله  گ  ،ياجاده   ،ياز  و    یاهی پوشش 

ن  آبی  مناطق م  ز یرا    دیگر   کاربردهاي   جمله از.  سازدی فراهم 
  مناسب   ل یو تحل  هی تجزتوان به  می   پوششی زمین   هاينقشه 

  ی عی بهبود ارائه خدمات طبرودخانه،   2سی شناریخت   راتییتغ
آب  هوشمند  ت ی ریمد   ،ستم یاکوس  سا  ی منابع  مسائل    ر یو 

  . ]5[ ,] 4[ اشاره کرد  یعی منابع طب تی ری مد
 ياماهواره   ری تصاومبتنی بر    )RS(3سنجش از دور   فناوري 

هز روش   نهیبا کاهش  به  نسبت  زمان  فرساي    يهاو  طاقت 
زمینینقشه  روش   زا   برداري    د یتول  يبرا  کارآمد  هايجمله 

LCM    يفناور  .]6[   رودشمار می به  RS    هاي سنجنده به لطف  
هاي  مختلف و اخذ تصاویر مناسب با قدرت تفکیک اي  ماهواره 
  و   جامع   ي هانقشه   د ی امکان تول  متنوع   و طیفی   مکانی ،  زمانی

  ي کاربر  هاينقشه   جمله  از  ینیزم  عوارضاز    قی دق
شهر  ، )LUM(4یاراض  گ  ي مناطق  پوشش  فراهم    ی اهیو  را 
- 5لندست   ياماهواره   ي هاسنجنده   ان،یم  نی در ا  .] 7[  سازد می 
سبقت را    يگو  گانیرا   ر یبا ارائه تصاو 26-سنتینل   زیو ن  9،  8

  ر یتصاو   .]8[  اندربوده   LCM  دیها در حوزه تولسنجنده   ریاز سا 
  ی فیمناسب ط   ک یحد تفک   ل یها به دلسنجنده   نیحاصل از ا 

  ر ینظ  یع یطب  يهاه مطالعه عرص  يبرا  یداده مناسب  ،یو زمان
گ  ،یآب   ي هاپهنه  پوشش  ن  ی اهیجنگل،  شهر  زی و    ي مناطق 

   . ]9[  شودی محسوب م
هاي موجود در زمینه  مطالعات و رویکرد از یک دیدگاه،  

می   LCMتولید   رویکردهايرا  دسته  دو  به  بر   توان    مبتنی 
ماشین  عمیق   )ML(7یادگیري  یادگیري  تقسیم    )DL(8و 

 
1 Land Cover Map 
2 Morphology 
3 Remote Sensing 
4 Land Use Map 
5 Landsat 
6 Sentinel-2 
7 Machine Learning 
8 Deep learning 
9 Random Forest 

به روش دسته بندي نمود.   شامل    عمدتاً   ML  هاي ي مربوط 
مرحله  ویژگی دو  استخراج  و  ي  بافتی مختلف  و  طیفی  هاي 

توسط  بندي طبقه  ورودي    استخراج هاي  ویژگی   تصویر 
ی است،  شده  رویکردهاي  در  آنکه  دو    ق،ی عم  يری ادگحال 
زمان و در  به صورت هم بندي استخراج ویژگی و طبقه  ند یفرآ 

شبکه  میان   .] 10[  شوند ی م  جامان  قی عم  يهاقالب    در 
تصادف  ي هاتم یالگور  ، ML  مختلف   ي هاالگوریتم    ی جنگل 

9)RFتصم درخت  ماش DT(10  می )،  و  پشت  نی)    بان یبردار 
11)SVMو پوشش    ي کاربر  يبندطبقه   ي) به طور گسترده برا
  ]11[  و همکاران  کویپرس  اند.) استفاده شده LULC(12  ن یزم
با    RF  تم یالگور  از   LULCتهیه    ي برا با حد     ر یتصاو همراه 

  چندزمانه  2-سنتینل و    ) VHR(13مکانی بسیار بالاتر  تفکیک 
مقدار  و    OA  (%79(14ی کل دقت   در نهایت به  که  نداستفاده کرد

  و   لیندر تحقیق دیگري    .دی رس  F1_score  در شاخص  %72
  يبرا 15دار ی ل  هايداده و    2-نلیسنت  ری از تصاو  ] 12[دویوگ  

جزئیات (کم،    در سه سطح  نی پوشش زم  قی دق  يبندطبقه 
  ت، یدر نها براساس این تحقیق .  کردند استفاده  متوسط، زیاد) 

  RFدقت نسبت به مدل  از لحاظ يشتریبهبود ب SVMمدل  
داده   ] 13[  کواسیاست.  جاد کرده یا   ي برا  8-لندست   يهااز 

با استفاده   قایآفر  غربی سواحل جنوبدر  LULC  يبندطبقه 
که مدل    دهند ی نشان م   جی نتااست.  استفاده کرده   RFاز روش  

RF    و از دقت مدل  است  عمل کرده   خوبی   به  79%  دقت کلیبا
SVM  که    دادروش نشان    نیاستفاده از ا است.  گرفته   یشی پ

را در منطقه مورد   LULCطور مؤثر و با دقت بالا به  توانی م
طبقه  تصاو   ]14[  و همکاران  پانتویا  .کرد  يبندمطالعه    ر یاز 

زم  يبند طبقه   يبرا  8-لندست و    نی پوشش  کرده  استفاده 
الگورنشان داده   جی نتا کلیبا    RF  تمیاند که    31/96%  دقت 

به   گوسینسبت  ترکیبی  کلی با   16(GMM)  مدل    دقت 
داشته ،  %60/90 بهتري    ت یاهمبر  مقاله    نی ااست.  عملکرد 

  د ین تأکیپوشش زمبندي  طبقه مناسب در    تم یانتخاب الگور 
م   کندی م نشان  ب  تواندی م  RFکه    دهدی و  دقت    ي شتری با 

از    ] 15[  و همکاران   ساینی  . کند  يبندرا طبقه   نیپوشش زم 
)  KNN17و نزدیکترین همسایگی (   SVM،  RF  تمیالگور  سه

10 Decision Tree 
11 Support Vector Machines 
12 Land Use and Land Cover 
13 Very High Resolution 
14 Overall Accuracy 
15 Lidar 
16 Gaussian Mixture Models 
17 K-nearest neighbors 
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تصاویر    LULC  يبندطبقه   يبرا استفاده    2-سنتینل در 
نتاندکرد پژوهش  جی .  کلی با    RFکه    دادنشان    این    دقت 
  در عملکرد را  نیبهتر   89/%90 1اپا کضریب  و مقدار  91/56%

هاي مربوط به  از جمله ضعف است.  ارائه داده   هاتم ی الگور  نیب
توان به  می   LCMدر زمینه تولید  ML  هاي مبتنی بر رویکرد 

و    ، تعامل زیاد کاربر خبرهویژگی  بردار  به مهندسی  هاآن  نیاز 
الگوریتم تعمیم همچنین   پایین  به  پذیري  ها در زمان اعمال 

    . ]10[سایر مناطق اشاره نمود 
زم  ریاخ  يهاشرفتیپ  و 2ی ک یگراف  هايپردازنده  نهیدر 

باعث  )،  DNN(3ق یعم  یعصب  يهابه خصوص در حوزه شبکه
فناور زم   دیجد  يرواج  از    نهیدر  عنوان    DNNاستفاده  به 

است.  شده  LCM  يبندطبقه  در زمینه   شرفتهیپ  يهاروش
  دهند یامکان را م نیافزارها به ما ادر سخت هاشرفتیپ نیا

رو  DNN  ي هاتمیالگور  ازکه   وس  يبر  از    ی عیمجموعه 
سرداده جمله  از  تصاو  یزمان  يهايها،    ، ياماهواره  ریو 
شوبهره خلاف  .  میمند  و  ML  هايرویکرد  بر  استخراج   ،

در    خودکاربه طور    دهیچی پانتزاعی    يهایژگیو   يبندطبقه
  . به عبارت دیگر، قابل انجام است DNN ي مبتنی برهامدل

مقا رو  سهیدر  مدلML  يکردهای با  امکان    DNN  يها، 
را به طور    دهیچ یپ  یانتزاع  يهایژگیو  يبنداستخراج و طبقه

  از یبدون ن  توانندمیها  مدل  نیا  ،به این ترتیبخودکار دارند.  
 يتوسط انسان، خودبخود الگوها  های ژگیو  قیدق  فیبه تعر

  ي بندطبقه  ندی استخراج کرده و در فرآ  هارا از داده  دهیچیپ
آن بهرهاز  شوندها  طور  شبکه  نیا  .]16[ ,]10[  مند  به  ها 

  اند.به کار رفته  LCM قاتیگسترده در تحق
از میان  که    اندنشان داده مختلف    قاتی تحق  نه،یزم  نی ا  در

هاي  شبکه   مبتنی بر  هاي معماري   DNN  مختلف  هاي معماري
به    etN-Uو    ResNet, VGG  مانند   )CNN(4پیچشی عصبی  

و  ل یدل کارآمد  درك  تی ری مد  ها، ی ژگی استخراج    ي الگوها  و 
ارائه استحکام در شرا  دهیچیپ بالایی    ،نویزي  ط یو  قابلیت  از 

مثال،   .ند دار خور بر عنوان  با    ]17[حیدري  و    مونتراکیشبه 
را توسعه   DL  ي هامدل  8و    7،  5-لندست  تصاویر استفاده از 

دقت  به دست    95%تا    86%  نی ب  يبندطبقه   يهاداده و  را 
گارگ  داشت.    RFنسبت به روش    ي آوردند که عملکرد بهتر

را   5ق یعم  یانتقال  يری ادگی مدل    39هم    ]18[  همکارانو  
نشان داد که   جه یکردند و نت  ی ابی ارز LULC  ي بندطبقه  ي برا

 
1 Kappa coefficient 
2 Graphics processing unit 

3 Deep neural networks 

ResNet50  ،EfficientNetV2B0    وResNet152  ن یبهتر  
مختلف    يهاي معمار  ]19[حسن  و  داستور  عملکرد را داشتند.  

CNN   با استفاده از داده   سه ی مقا  2-سنتینلماهواره    يهارا 
این نتیجه رسیدندکردند و     ج ینتا  VGG16  معماري  که   به 

ارائه   71% یبا دقت کل  نی پوشش زمبندي طبقه  يبرا يبهتر
  . دهد می 

  ییاختصاص برچسب معنا   ندیبه فرآ 6بندي معنایی تقسیم 
مختلف    ینواح  قی دق  ییشناسا  يبرا  ری از تصو  کسلیبه هر پ

اش نوع  اساس  تفک   های ژگیو   ای   اء ی بر  به  و  دارد  و    ک یاشاره 
  ن، یعلاوه بر ا .  کند ی کمک م  ری تصو  ی نواح  ق یدق  ي بنددسته 

تقس حوزه  شبکه   یمبتنی  یمعنا   يبندم یدر  ،  CNN  يها بر 
  ي برتر برا  يهاعنوان روش به   U-Netو    VGGNet  ي هامدل 

تول در  دقت    اند شده کار گرفته به    LULCي هانقشه   دی بهبود 
  ي برا  CNN معماري مختلفسه  گر،ید  قی تحق ک یدر . ]20[

قرار گرفت   LCMتولید   ارزیابی  نشان    ایج مطالعه و نت  مورد 
که   بالاتر  ResNet-50داد  سایر    را  يدقت  با  مقایسه  در 

  . ]21[  را استدا  هاشبکه 
  LCM د یکه در حوزه تول  ي ا مطالعات گسترده  رغم ی عل

است،  انجام شده  DLو    MLمختلف    ي ها با استفاده از روش
همچنان وجود دارند. از جمله    یی ها یدگ یچ ی ها و پ چالش

  نه یبه کمبود مطالعات جامع در زم   توانیها م چالش  نی ا
- نلی سنت  گانی را ر یها با استفاده از تصاودقت مدل  یاب یارز 
منطقه مورد مطالعه    ي برا   LCM  ق یدق   ي ها ، نبود نقشه 2

ن  بررس   ازیو  ا  یبه  اروش   ن یدقت  در  خاص    ن یها  منطقه 
ا  کرد.  اصل  ن یاشاره    سندگان ینو   ي هازهیانگ   ن یتر ی عوامل 

  ک ی پژوهش، با ارائه    ن ی اند. در ابوده  ق ی تحق  ن یانجام ا  ي برا
و تمرکز    ن یپوشش زم   ي بند طبقه   نه ی جامع در زم   طالعه م

تا به  است شده   ی، سع DLو   ML يها دقت مدل ارزیابی  بر  
  ي ها ها در مواجهه با چالش مدل  ن یبهبود درك از عملکرد ا 

  مذکور کمک شود. 
اي  این تحقیق با هدف استفاده از تصاویر رایگان ماهواره

در است.  انجام شده   LCMبراي تولید  2-سنجنده سنتینل
معماري از  دسته  دو  پژوهش،  براي   DL  و   MLهاي  این 

دقت ارزیابی  و  قرار    LCMتولید    مقایسه  بررسی  مورد 
  اند.  گرفته 

4 Convolutional neural network 
5 Deep Transfer Learning 
6 Semantic Segmentation 
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 منطقه مورد مطالعه   -2

  قهی دق  38تا   6درجه و   51 ییای جغراف تی تهران در موقع
واقع    ی عرض شمال  قه یدق  51تا    34درجه و    35و    ی طول شرق

متر    1050متر در شمال تا    1800ارتفاع شهر از  است.  شده 
رشته    یجنوب   يهاشهر در دامنه   نی است. ا  ر ی در جنوب متغ
  ه منطقاست. گسترده شده  ر یکوهستان و کو   انی کوه البرز و م

با مساحت تقر مربع در    لومتری ک  17/195  یبیمورد مطالعه 
  ). 1شکل ( استان تهران قرار دارد یغرب تهران و شمال غرب

  مطالعه  مورد منطقه :1 شکل

  تحقیق  مواد و روش   -3
تولید  جهت    2شکل  مطابق با روندنماي نشان داده در  

LCM  از تص  2-نلیسنت  2سطح    اویرمنطقه مورد مطالعه، 
بدین   .استشده  استفاده  هامدل دقت براي آموزش و ارزیابی 

تصاویر  ابتدا  شده    منظور،  سنتینلماهواره تصحیح    2-اي 

 
1 Data Augmentation 

آزمایشی و  آموزشی  مناطق  به  تاریخ    )1شکل  (  مربوط  در 
گردید.  18/02/1402 چسب   اخذ  بر  بعد  مرحله   یدهدر 

کلاس نمونه  به  زم  يهاها  پوشش  مناطق    نیمختلف  (آب، 
گ  ،يشهر براو جاده   ریبا  یاراض  ،یاهیپوشش    ر یتصو  يها) 

آزما  ) 3شکل  (  یآموزش از    ) 4شکل  (  یشی و  استفاده  با 
حد  انجام شد. در این فرایند، از تصاویر با   ArcMap افزار نرم 

ها استفاده  بالا در گوگل ارث براي اخذ نمونه   تفکیک مکانی
ابزار   با  کلاس  پلیگون   Editingشد.  هر  براي  مختلف  هاي 

ها  ) به آن5تا    0مقادیر عددي (  FieldCalculatorترسیم و با  
   FeaturetoRasterاختصاص یافت. سپس با استفاده از ابزار

تري هاي دقیق ها به رستر تبدیل شدند تا نمونه این پلیگون 
طبقه  و  تحلیل  فراهم شود براي  پ  .بندي  اعمال  از   شیبعد 

 يهاتم یالگور و ارزیابی دقت آموزش ، برايلازم يهاپردازش 
ML    وDNN   برنامه زبان  در    .شداستفاده   تونیپا  یسینواز 

طبقه نهایت روند  داده   ریتصاو  يبند،  از  استفاده   يهابا 
ارز  ی شیآزما تحل  یاب یمورد  و  گرفت  صورت    ج ینتا  ل یقرار 
در ادامه جزئیات هر یک از مراحل کار به تفصیل    .رفتیپذ

  ارائه خواهد شد. 

 ش زپردا پیش -1-3

ا روش داده مطالعه    نی در  در  استفاده  مورد  هاي  هاي 
بر   پیش   DNNمبتنی  به  که  پردازش نیاز  دارند  دو هاي    به 

به  .  شودی م  می تقستصاویر   2بندي و قطعه  1افزایی داده  مرحله 
ي  هامدل   ياستفاده شده برا  يورود  يهاداده   لی منظور تبد

DL    ي چهار بعد  ه ی آرا  کی  ی(به عبارت  حی فرمت صح  کیبه  
)  شودی م  باندهاها و  ها، سطرها، ستون که شامل تعداد نمونه 

کتابخانه   با  برا  Python Kerasکه    ش یافزا  يسازگار باشد و 
آموزش،    يهاتمام داده   ،یآموزش و اعتبارسنج  يها داده   تعداد

  قطعات متناظر آنها به    ي هاو برچسب  زمایشیآ   ی، اعتبارسنج
ابعاد    یمربع شدند. علاوه بر    می تقس  کسلیپ  256×    256با 

زاو   قطعات  ن،یا به  چرخش  با  انعکاس    90  ه یبعداً  و  درجه 
کاف  يعمود/یافق  اندازه  داده   افتندی   شیافزا   یبه    ي هاتا 

شوند.   نیتأم  یبه اندازه کاف  زمایشیو آ یآموزش، اعتبارسنج
  ا ب  براي آموزش و آزمایش به ترتیب  حاصل  يهامجموعه داده 

،  شدند  ) آماده N×256×256×9و (  )N×256×256×36ابعاد (
N  که باتوجه به اینکه تصاویر    است  يداده ورود  يتعداد باندها

  است.  13هستند، تعداد باندها برابر   2-از سنجنده سنتینل 

2 Segmentation 
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  تحقیق  کلی  روند :2 شکل

 
  آموزشی منطقه  براي شده تهیه هايبرچسب  با همراه  2-سنتینل تصویر :3 شکل
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  زمایشیآ منطقه  يبرا شده هیته يهابرچسب  با همراه  2-نلی سنت ریتصو :4 شکل

 یادگیري ماشین  -2-3

ا مرحله  ML بر    ی مبتن  يهامطالعه، روش   ن یدر  دو  در 
  ي سازاده ی پاستخراج ویژگی و آموزش مدل یادگیري ماشین  

  اند. شده 

  ی ژگی استخراج و -1-2-3

تصاو  غالب شهر  ياماهواره   ریدر  و  ،يبا کلاس    ي های ژگی از 
از    ،یبافت شده  خاکستري    رخدادهم   س یماتر مشتق  سطح 

1)GLCM( بهره ا] 22[  شودی گرفته م،  به دل   نی.    ل یانتخاب 
توانا  يشهر  يهای ژگیو   یدگیچیپ تفک   ییو  در    ک یبهتر 

غ  يشهر  يمرزها از  است.  صورت گرفته   يرشهری و  استفاده 
  د یتول  ي ساده و موثر برا ی به عنوان راه ی بافت  يهای ژگ ی و  نیا

روش   قی دق  يها نقشه    ن یماش  يری ادگیبر    یمبتن   يهادر 
م ا  .]10[  شودی مطرح  و   ق،ی تحق  ن یدر   ی بافت  یژگیپنج 

آنتروپ 5تضاد   ،4همگنی   ،3انس یوار   ،2ن یانگیم مورد   6ی و 
گرفته  قرار  با    ها ی ژگی و  ن یا  ي ای مزااست.  استفاده  همراه 

  ست. اگزارش شده   1جدول  در  هان آ  يهافرمول 

  ML يهاتمیرالگو  -2-2-3

مشتمل  مطالعه    نی مورد استفاده در ا  ML  يهاتم یالگور
به    الگوریتم استچهار    بر ادامه  ها اشاره  آن جزئیات  که در 
  . شودی م

  )DT( درخت تصمیم -1-2-2-3

در هر دو   است که ML تمینوع الگور کی  DT تمیالگور

 
1 Gray Level Co-occurrence Matrix 
2 Mean 
3 Variance 
4 Homogeneity 

ساختار این    .شودی استفاده م  ونی و رگرس  يبندطبقه کاربرد  
مشابه یک درخت است، که از ریشه شروع شده و با  الگوریتم 

برگ  سمت  به  بر  حرکت  مبتنی  قوانین  به  توجه  با  ها، 
بینی برچسب براي هر داده ورودي  هاي ورودي، پیش ویژگی 

ها به دو  گیرد. این درخت با تجزیه و تحلیل داده صورت می 
(براساس مقادیر ویژگی صورت شاخه  هاي برگ  ها) و گره ها 

به    .شود هاي نهایی هستند) ساخته می بینی(که حاوي پیش 
اتر،  عبارت دقیق  داخل  مدل   ن یدر  بر    کی  ی هر گره  آزمون 

آزمون را   ج یها نتا. شاخه دهدی م شی را نما  یژگی و ک یاساس 
  ي هابرچسب  ای  یینها   میبرگ تصم يهاو گره  دهندی نشان م

  ها ی ژگی که پس از محاسبه تمام و  ،دهندی م  شیکلاس را نما
م آنها  ر   هاي ر ی . مسرسدی به  نما   شهیاز    ن یقوان  انگریتا برگ 

    . هستند  يبندطبقه 

  )LRی (لجستیک ونیرگرس -2-2-2-3

LR  در    رایج   تم یالگور   کیML  مسائل    است براي  که 
(باینري کلاس  حالته  دو  می 7بندي  استفاده  این  )  شود. 

کند و  الگوریتم احتمال وقوع یکی از دو کلاس را محاسبه می 
)، خروجی احتمال  0.5با استفاده از یک حد آستانه (معمولاً  

 .کند ) تبدیل می 1یا  0را به یک برچسب دودویی (مثلاً 
در این الگوریتم، ما به یادگیري یک مدل استاندارد براي  

هاي مستقل  تخمین احتمال وقوع هر کلاس بر اساس ویژگی 
می داده  پیش ها  براي  مدل  این  از  سپس  بینی  پردازیم. 

شود. مدل به صورت اتوماتیک  هاي جدید استفاده می کلاس 
 . ]24[  گیردهاي آموزشی یاد می پارامترهاي خود را از داده 

 
  

5 Contrast 
6 Entropy 
7 Binary 
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 ن یماش يریادگ ی يهاتم یالگور يبرا استفاده مورد بافتی يهای ژگیو :1  جدول

  

  ) RFی (جنگل تصادف -3-2-2-3

RF  محبوب    کی برا  MLدر  روش  که    فی وظا  ياست 
پ  يبنددسته  م   ینیبش یو  اشودی استفاده  از    تمیالگور   نی. 
م   یبیترک  DT  نی چند رو  کندی استفاده  بر   ر یز   يکه 

. هر درخت  نند یبی آموزش م ا،هاز داده  یتصادف   يهامجموعه 
پ مستقل  صورت  پ  کندی م  ینیبش یبه    یی نها  ینیبش یو 

 .  ]25[د  شوی انجام م راي اکثریت توسط  معمولاً  

  )SVM( بانیبردار پشت نیماش -4-2-2-3

SVM  بر    ی است که به خوب  يآمار  ي بندروش طبقه  کی
رگرس  ي رو و  ا  ی رخطی غ  ي هاون ی الگوها  در  دارد.    ن یتمرکز 

فضا انتقال  با  بالاتر،    يفضا  ک یبه    ي ورود  ي روش،  بعُد  با 
  ق یانتقال از طر   نی . اد یرا بهبود بخش   یرخطی مسائل غ  توانی م

از آنها وجود دارد،    یمختلف  واع که ان  شودی انجام م 1توابع کرنل 
گوس  کرنل  جمله  تانژانت   4ي اچندجمله   ،3ی خط  ،2ی از  و 

ا5ک یپربولیها  امکان    نی.  کرنل  توابع  در  مسائل    حل تنوع 
  . ]26[  کندی را فراهم م  یرخطی گوناگون و غ

 
1 Kernel functions 
2 Gaussian Kernel 
3  Linear Kernel 
4 Polynomial Kernel 
5 Hyperbolic Tangent Kernel 

  عمیقهاي یادگیري شبکه -3-3
برخوردار هستند که    یخاص  يهاي ها از معمارشبکه   نیا
  .شود ی به آنها اشاره م ادامهدر 

1-3-3- U-Net  

ساختار    یکانولوشن يمعمار  کی  U-Netشبکه   با 
برا 7گشا رمز-6گذار رمز که    در   ریتصاو  يبندطبقه  ياست 

پ از چند  نیا است.  شده  جاد یا  یکسلی سطح    ه یلا  ن یشبکه 
گذار  رمز  يهاهیشده است که به عنوان لا  لیتشک   یپردازش

.  شوندیگشا شناخته م رمز يهاهیو معادلات آن به عنوان لا
،  است  "U"به حرف    هیشب به صورت متقارن   هاهیساختار لا

 يهاهیقسمت لا دراست. نامیده شده  U-Netبه همین علت 
  ي ورود  يهااستخراج اطلاعات از داده  گذار، که هدف آنرمز

لا لا   یکانولوشن  يهاهیاست،  واقع   يهاهیو  ابعاد  کاهش 
  ر یتصو  يکه هدف آن بازساز  ،ییگشارمزاند. در بخش  شده

است،    کسلی هر پ  يبرا  قیدق  مکانی   یابیتیو موقع  ورودي
و  8هادهکانولوشن تران  يهاهیهمراه لابه  یکانولوشن  يهاهیلا

 . ]27[ حضور دارند 9ترکیب 

6 Encoder 
7 Decoder 
8 Transpose Convolution 
9 Concatenate 
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2-3-3- U-Net++  

.  دهد ی را ارائه م   U-Netاز    افتهی نسخه بهبود    ک یمدل    ن یا
صورت    نی ا  يمعمار به  گشا  رمز -گذار رمز شبکه    ک یشبکه 

است.   2و تو در تو  1چگال  یگذرده   يرهای است که شامل مس
ا  ب  يبرا  رها ی مس  ن یاز  نقاط مختلف شبکه    نی ارتباط موثرتر 

مجدد آنها، کاهش شکاف    یو هدف از طراح  شود ی استفاده م
کدگشا    ی ژگیو   ي هانقشه   ن ی ب  یی معنا و  کدگذار  شبکه  از 

تسه  نی ا است.  باعث  فرآ  لی موضوع  توسط    يری ادگی   ندیدر 
  . ]28[  شودی م ساز نه یهب

3-3-3-  3Net-ResU 

ResU-Net  معمار   کی از  از    U-Net  ينوع  که  است 
  ند یدر فرآ  ،DNN. معمولاً، در  بردی بهره م 4مانده ی اتصالات باق

به وجود   5ان ی گرادمحوشدگی  ممکن است مشکل    ، يری ادگی
. اما با استفاده از  شود ی که باعث کاهش عملکرد شبکه م  دی ایب

باق از لا  مانده،ی اتصالات  به شکل    يبعد  هی به لا  هی اطلاعات 
که مشکل   شودی موضوع باعث م  نی منتقل شده و ا  می مستق

-ResUدر    گر،ی عبارت د  به  . ابدی کاهش    ان ی گرادمحوشدگی  

Netا از  شده   ResNet  يمعمار  يهاده ی ،  از  است  استفاده  تا 
گراد با  مرتبط  عملکرد    يری جلوگ  ها ان ی مشکلات  و  کرده 

  . ]29[  ارائه دهد را  يبهتر

3-3-4- Net-MRU6 

MRU-Net  بهبود    کی معمار  افتهینسخه    U-Net  ي از 
کانولوشن    هی دو لا توالی   به جاي  MultiResاست که از بلوك 

  لترها ی بلوك با کنترل تعداد ف  نی. اکند ی استفاده م  U-Netدر  
به و  بهبود  به  بلوك،  هر  کمک    يسازنه یدر  مدل  عملکرد 

مس  MRU-Net  .کندی م م  Res  يرهایاز  که    کندی استفاده 
معمول  نی گزیجا در    ی اتصالات  اشوندی م  U-Netکوتاه    ن ی. 
  یی کانولوشن، اطلاعات معنا اتی اعمال عمل قی از طر رها،ی مس

  ب یاستخراج کرده و قبل از ترک  رمزگذار  مسیر  يهای ژگ ی را از و
معنا  ، رمزگشا  مسیر  يهای ژگ ی با و فاصله  کاهش  و    ییباعث 

  . ] 30[  دن شوی م ی ژگیو  هدو مجموع  نی ا نی ب تطبیق بهتر

 
1 Dense skip pathways 
2 Nested 
3 Residual and UNet 
4 Residual Connections 
5 Vanishing Gradient 

  زیابی ارمعیارهاي  -4-3
  تهیهدر    DLو    ML  يهاعملکرد روش   ی کم  یابیجهت ارز 

LCM ، سه ی مقادار آنها  برچسب   يهاها با نقشه نقشه  نی غالباً ا  
روابط  شود.   یبررس  تیبا واقع  جی تطابق نتا  زانی تا م شوندی م
مورد استفاده در این مطالعه را    ارزیابی هايعیار م  )3(تا  )1(

    د. نده نشان می 

)1 (  OA = ൬1 −
FP + FN

TP + FP + FN + TN
൰ × 100% 

)2 (  KC = ൬
P଴ − Pୣ
1 − Pୣ

൰ × 100% 

⎩
⎨

⎧Pୣ =
(TP + FN) × (TP + FP) + (FN + TN) × (FP + TN)

(TP + FP + FN + TN)ଶ

P଴ =
TP + TN

TP + FP + FN + TN

 

௦ܨ  ) 3( = ൬
2TP

2TP + FP + FN
൰ × 100% 

  یی هاتعداد نمونه  ) TP( 7هر کلاس،   يبرا  ارها، ی مع  ن یدر ا
  یی ها تعداد نمونه   )FP(8د،  انداده شده   ص یتشخ  یکه به درست

دکه   کلاس  به  اشتباه    ) FN(9،  اندافته ی   صیتخص   يگریبه 
نمونه  حذف  که    ییهاتعداد  نظر  مورد  کلاس  از  اشتباه  به 

  سبه کلا  ی به درستکه    یی هاتعداد نمونه   )TN(10و   اندشده 
 . دهدی را نشان م اندداده نشده   صیمورد نظر تخص

  نتایج و بحث   -4
ارائه    درمطالعه    نی ا  یتجرب  جی نتا جداگانه  بخش  سه 

  ج یرا MLبر  یمبتن يهادر بخش اول، عملکرد مدل اند. شده 
بررس گرفته   یمورد  تکناست.  قرار  دوم،  بخش    ي هاک یدر 

بندي نهاشده   یاب ی ارز  DL  طبقه  در    ج ینتا  ن یبهتر  ت،یاند. 
از  بخش سوم   DLو    MLبر    ی مبتن  ي کردهایرو  حاصل    در 
  اند. قرار گرفته   سهی و مقا ل یتحل  ،هی مورد تجز

 یادگیري ماشین هاي مدل نتایج مربوط به  -1-4

بافتی ذکر شده در  ویژگی ابتدا   تصویر   ، 1جدول  هاي  از 
اي ورودي استخراج شدند که شامل پنج ویژگی مجزا ماهواره 

هاي استخراج سپس براي ارزیابی تأثیر ویژگی ).  5شکل  (   بود 

6 MultiResUNet 
7 True Positive 
8 False Positive 
9 False Negative 
10 True Negative 
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بندي، دو رویکرد مورد بررسی قرار گرفت: شده بر دقت طبقه 
اول، استفاده از باندهاي اصلی تصویر به تنهایی به عنوان ورودي 

هاي بافتی و دوم، ترکیب ویژگی   ML  بندي هاي طبقه به مدل 
استخراج شده با باندهاي اصلی تصویر به عنوان ورودي به این 

هاي تولید شده در LCM ها. نتایج کیفی و کمی حاصل از مدل 
 6شکل  در    ب ی به ترت   هاي ورودي، این بخش، با توجه به ویژگی 

  است.نشان داده شده   2جدول  و  
  دهد ینشان ماست ارائه شده  6شکل  که در    یفیک  جینتا

با   سهیدر مقا SVMو  RF يهاتمیکه به طور مشترك الگور
از منطقه  تري را دقیق  LCMبه مراتب  ،ML يهامدل ریسا

داده ارائه  مطالعه  امورد  و  نیاند.  به  زوم   ژهیاثر  مناطق  در 
با حداقل    ریمنطقه با  هک  یی مشهود است، جا  7شکل    شده از

سا  زینو پوششیکلاس   ریاز  ا  هاي  توسط    ن یموجود 
حال،    نیدر عاست.  شدهداده    ز ییتم  ي بندطبقه  يهاتمیالگور

در   ي ترفیعملکرد نسبتاً ضع يبندطبقه ي هاتمیالگور ریسا
 دشدهیتول  يهاارائه داده و نقشه  کلاس  نیا  قیدق  کیتفک 

این به دلیل   .دبالا هستن یاختلاط کلاس  يها داراتوسط آن
در ترکیب و تشخیص الگوهاي  RF توانایی مناسب الگوریتم

همراه استفاده از مفاهیمی مانند  مختلف از تصویر ورودي، به
سازي و در مدل   SVMو توانایی 1مرزهاي تصمیم چندگانه 

داده تصمیم  تفکیک  مرزهاي  از  استفاده  با  پیچیده  هاي 
استخراج شده    يهایژگیافزودن و  ن،یهمچن   .غیرخطی است

باندها بهبود    ریتصو  یاصل  يبه  به  در عملکرد   جزئیمنجر 
  است. شده  ML يهادلتمام م

،  2جدول  گزارش شده در   یکم جیبراساس نتا همچنین 
  ب یو ضر  21/95%  یبا دقت کل  ،يباند  18  يبا ورود  RFمدل  
بهتر  62/92کاپا % به د  يعملکرد    ML  ي هامدل   گرینسبت 

به طور  است.  ارائه داده   ي ورود  ي های ژگ ی در دو حالت مختلف و
  ش یبه افزا  RF  تمی، الگوريباند  18  يخاص، در حالت ورود

م  یکل  دقت به    29/0%و    5/1%،  48/8%  زانی به  نسبت 
شده   SVMو    LR  ،DT  يهامدل  دل  ن یا است.  منجر    ل یبه 

را    میتصم يهااز درخت   يکه تعداد RF تمیاستفاده از الگور
ها به صورت مستقل با استفاده  و هرکدام از آن   کندی م  بی ترک
  ی ژگیو   نی است. ا  شود،ی آموزش داده م  یتصادف  يهای ژگیاز و 

یک   2با تکیه بر یادگیري جمعی   RFکه مدل    شودی باعث م
را ارائه دهد که منجر به افزایش    LCMمدل بهینه براي تولید  
  است. دقت کلی نقشه شده 

 
1 Multi-class decision boundaries 
2 Ensemble learning 

استخراج شده   یبافت  يهای ژگیافزودن و  ری تاث رابطه با  در
  دهند ی نشان م   2جدول  در    یکم   جی )، نتايباند  18(حالت  
به    يباند  13نسبت به حالت  RF تمیکاپا در الگور ب یکه ضر

که افزودن    دهدی نشان م  نیااست.  افته ی   شیافزا   29/0%  زانیم
باعث   3انبر ی به عنوان م  تواندی م  RFبه مدل    یبافت  يهای ژگیو

توانا  شیافزا  مختلف    يهابافت   صی مدل در تشخ  ییدقت و 
از   يترق یممکن است اطلاعات دق های ژگی و نی شود. ا ینیزم

  ج ینتا  شتر یارائه دهند که منجر به تطابق ب  ی نیزم  ي هاي کاربر
  کاپا شود.   بی مقدار ضر  شیافزا  جهیو در نت تی با واقع

با دقت    ،يباند  13  يبا ورود  LRمدل  شایان ذکر است که  
عملکرد را نسبت    ن یبدتر   20/79کاپا %  بیو ضر   68/86%  یکل

سا م   ML  يهامدل   ری به  ادهد ی ارائه  دل  نی.  سادگی    لیبه 
از مجموعه    نهیبه  يسازاست که قادر به مدل   LR  الگوریتم

با است ی ن  ده ی چیپ  يهاداده    ي هاحال، اضافه کردن داده   ن ی. 
ناچیبافت   يهای ژگی(و   یکمک  بهبود  باعث  کل  زی)  و    یدقت 
 است.شده  05/0%  زانی کاپا به م  بی ضر

  ن یماش ير یادگی يهاتم یالگور از حاصل نتایج  :2  جدول
(%) ضریب کاپا (%)  دقت کلی   مدل  

16/92  95 /94  SVM 13B

11 /92  92 /94  SVM 18B

91 /91  80 /94  RF 13B

62/92  21 /95  RF 18B

60/88  67/92  DT 13B

19 /90  71 /93  DT 18B
20 /79  68/86  LR 13B

25 /79  73 /86  LR 18B

 هاي یادگیري عمیقنتایج مربوط به مدل -2-4

پس   بخش  این  پدر  انجام  به   يها پردازش ش ی از  مربوط 
به   ي به عنوان ورود  2-نل ی سنت  ری تصو   ،ي بند و قطعه   ییافزا داده 
ا   ی معرف   DL  ي ها مدل  در  فرا  ن ی شد.  استخراج   ند ی مرحله، 

انجام گرفت.   DL  يها به صورت خودکار توسط مدل   یژگ ی و 
مشاهده   2جدول  و   6شکل   در  ند یفرا   نی ا  ی و کم  یف ی ک   جی نتا 
  . شودی م 

است،  نشان داده شده   6شکل  که در  مطابق با نتایج کیفی  
و    ترق ی دق  یبه طور کل  MRU-Netکه مدل  دریافت  توانی م

  DL  ي هامدل   ری را نسبت به سا  LCMنقشه    زی نو  ن ی با کمتر
  است. ارائه داده   شیمنطقه مورد آزما يبرا

3 Proxy 
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 خاکستري  سطح  رخدادهم س یماتر از شده استخراج يهای ژگیو :5 شکل

 
  باندي  18 و باندي 13 ورودي حالت دو در ML  هايمدل از استفاده با شده تولید هايLCM :6 شکل



   

65 
 

می
 عل

ریه
نش

 
شه

ن نق
فنو

 و 
لوم

ع
ره 

 دو
ي،

دار
بر

14
ره 

شما
 ،

2 ،
 آذر

ماه 
14

03
  

له 
مقا

شی
ژوه

پ
 - 

دي
سعی

 
ران 

مکا
و ه

  

، مشخص است  شود دیده می  7همچنان که در شکل  
بیشترین     ++U-Netو     U-Net  ،ResU-Netهاي  که مدل 

خطاي  هاي آبی و جاده دارند.  خطا را در تشخیص کلاس 
مورد اشاره در این دو کلاس عمدتاً از جنس خطاي از قلم  

است، به این معنا که کلاس این نواحی به درستی   1افتادگی 
طبقه روند  در  و  نشده  داده  برچسب  تشخیص  بندي 

پیکسل  این  به  شدهنادرستی  الصاق  مسأله  است.  ها  این 
تفکیک صحیح  دهنده ضعف مدلنشان در شناسایی و  ها 

از ضعف ساختار    ها استاین کلاس  ناشی  است  و ممکن 
کم  شبکه تعداد  دلیل  به  الگوها  یادگیري  در  مذکور  هاي 

باشپیکسل حال،    ن ی با اد.  هاي آموزشی از این دو کلاس 
به   MRU-Netمدل   ادغام  سطوح    ها یژگ یو   نه ی از  در 

معمار ا کندی م  هاستفاد  ي مختلف  مدل    نی.  به  را  امکان 
  ي ها از مجموعه داده   یو مناسب   قی که اطلاعات دق  دهد ی م

  ی محدود را استخراج کند و با وجود نمونه آموزش   یآموزش
بهبود دقت  کم توجه  باعث  تشخ   قابل  هاي  کلاس   صیدر 

گردد.   زمینی  ا  پوششی  کلاس  ن یبر  و    یآب   يها اساس، 
به طور   MRU-Netشده توسط مدل   دیتول   LCMجاده در  

  ). 7شکل اند ( داده شده  صی تشخ ي تر قی دق
در گزارش شده  کمی  ارزیابی  هاي  نشان    2جدول    معیار 

% مقدار  با    MRU-Netمدل  دهد  می کلی  و    95/ 33دقت 
سایر    92/ 73% کاپا  ب  ضری به  نسبت  را  عملکرد  بهترین 
طوریکهاست.  داشته  DLهاي  مدل کاپا   به    LCMضریب 

به ترتیب نسبت به مدل    MRU-Netتولید شده توسط مدل  
،  12/ 47% به مقدار    ++U-Netو     U-Net،ResU-Netهاي  
یافته  73/2%و    10/82% عملکرد    ش یافزااست.  افزایش 

MRU-Net گردد یمدل برم  ي در معمار  یبه دو عامل اصل  :
در هر    لترهایتعداد ف  م یکه تنظ   MultiResاستفاده از بلوك  
و    بخشدیو عملکرد مدل را بهبود م  دهد یبلوك را انجام م 

اتصالات کوتاه   يبه جا  Res  يرها یاستفاده از مس  ن،یهمچن
معمار   ی معمول ک  U-Net  يدر  بهبود    مدل  ییاراکه  را 

ا بخشدیم تشخ  ن ی.  بهبود  به  منجر  و    صی اصلاحات 
  ب یضر   ش یباعث افزا  درنتیجه   و   ی نی پوشش زم   ي بند طبقه 

کل دقت  و  م  یکاپا  بلوك.  شود ی مدل  خاص،  طور    هاي به 
MultiRes  می بهاجازه  مدل  تا  مؤثرتري  دهند  طور 

و  ویژگی را استخراج کند  مختلف  در سطوح  هاي مختلف 
می   Resمسیرهاي اطلاعات  کمک  از  بتواند  مدل  تا  کنند 

کند و از کاهش دقت ناشی از مشکلات    برداريبیشتري بهره
 

1 Omission 

کن مقابل،  د.  معماري جلوگیري  دل  U-Netمدل  در    ل ی به 
در استخراج    ي قو   زمیو عدم داشتن مکان  ي معمار  ی سادگ

کل  ده،یچ یپ   يها یژگیو دقت  ضر  86/ 96%   یبا  کاپا    بیو 
  ی مورد بررس  ي هامدل  نیعملکرد را در ب   نی، بدتر80/ %26

 است. نشان داده

 عمیق  ير یادگی يهاتم یالگور از حاصل نتایج  :3  جدول

(%) ضریب کاپا (%)  دقت کلی   مدل  
26/80  96/86  UNet

00 /90  62/93  UNet++

73 /92  33 /95  MRUNet

91 /81  49 /88  ResUNet

  
  DL  هايمدل  از استفاده با شده تولید هايLCM :7 شکل
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هاي یادگیري نتایج مربوط به مقایسه مدل -3-4
  ماشین و عمیق 

به    RF18bدو بخش قبل نشان دادند که مدل    ج ینتا 
به به عنوان    MRU-Netو مدل    MLمدل    نیتر نه ی عنوان 

را در    یف یو ک   یعملکرد کم   نیبهتر   ،DLمدل    نی ترنه ی به 
اند. با توجه  ارائه داده   شی از منطقه مورد آزما  LCM  د یتول

است  ، مشخص شده 3و  2گزارش شده در جداول   ج یبه نتا 
کلمقدار  که     MRU-Netمدل    يکاپا برا   بی و ضر  ی دقت 

ترت  %   0/ 53%   ب یبه  مدل    0/ 82و  از  و    RF13bبیشتر 
و    0/ 12%   به مقدار    RF18bهمچنین در مقایسه با مدل  

ب   0/ %11 م   جه ی نت  نیا است.    شتریدرصد  که    دهدینشان 
(استخراج    ی ژگ یو   ی به مهندس   از ی ، بدون نMRU-Netمدل  

و  ی بافت   ي هایژگ یو خودکار  استخراج  بر  تمرکز  با  و   (

دارا  هایژگ یو   یچندسطح  خود،  ساختار  عملکرد    ي در 
است و قادر به رقابت    RF13bنسبت به مدل   ينسبتاً بهتر 

  . باشد ی م  RF18bمدل   جی با نتا
ا  سهی به طور خاص، جهت مقا برامدل   نی عملکرد    يها 

نتایج آن که  است  استفاده شده   F-score اریهر کلاس، از مع
 نیطبق ااست.  نشان داده شده   9شکل  در قالب نمودار در  

مدل    ج،ینتا که  است  دو کلاس    يبرا  MRU-Netمشخص 
نسبت به    43/6و %  99/2%  بیبه ترت  ریو با  يشهر  یپوشش
%  43/0%و    RF13bمدل   مدل    1/1و  به  ،  RF18bنسبت 

 يبرا  F-score  اری که مع  یدر حالاست.  داشته  يعملکرد بهتر
به    RF13bدر مدل    هاو جاده   یاهیگپوشش   ،آب سه کلاس  

  RF18bدر مدل    و  13%  ،  36/3، %45/10%  به مقدار  بیترت
نسبت به مدل    96/2و %  11/4، %33/10%  به ترتیب به مقدار

MRU-Net است.  شتریب 

  
  عمیق یادگیري و  ماشین  یادگیري هايمدل  به مربوط  شده بزرگنمایی  نتایج  :8 شکل
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مختلف به    یپوشش  يهاکلاس   يمتفاوت برا  جینتا   لیدل
.  گرددی برم  س هر کلا  يموجود برا  یآموزش  يهاتعداد نمونه 

  ص یبه دقت مطلوب در تشخ  ی ابی دست  يبرا  DL  ي هاتم یالگور
  ي هامورد نظر، به مراتب به تعداد نمونه   ی پوشش  ي هاکلاس 
مدل   يشتری ب  یآموزش به  ا  ازی ن  ML  يهانسبت    ن یدارند. 
  ع یاز تنوع و توز  یمناسب   ينده ینما   دیبا   یآموزش  يهانمونه 
الگور  سها در کلاداده  تا  باشند  الگوها  تمی مربوطه    ي بتواند 

ا   يمعنادار به  توجه  با  کند.  درك    تم یالگور  ت، یواقع  ن یرا 
نمونه   MRU-Net  قی عم  يری ادگی تعداد    ی آموزش  يها با 
نسبت    )4جدول  (   ری و با يشهر  ی در دو کلاس پوشش  شتریب

الگور   ی کلاس  F-score  زان یم  RF  ن یماش  ي ریادگی   تم یبه 
دل  نی ااست.  شته دا  يبهتر به  معمولاً    یی توانا  لی امر 
و  ي ریادگی در    DL  ي هاتم یالگور از  استفاده    ي های ژگی و 

ب  تر ده یچیپ افزاگرددی ها برم از داده   شتریو اطلاعات  با    ش ی. 
  ي ها برانمونه   نی ا  ي و متعادل ساز  ی آموزش  ي هاتعداد نمونه 
  د یرا بهبود بخش  DL  يهاتم یعملکرد الگور  توان ی هر کلاس م 

کارا  و  دقت  تشخآن   ییو  در  را    ی پوشش  ي هاکلاس   صی ها 
 داد.   شیافزا 

کلاس   هر براي آموزشی داده پیکسل تعداد :4  جدول  
 کلاس  تعداد پیکسل  

18775 آب
277176 مناطق شهري 
235305 پوشش گیاهی 
435831 اراضی بایر
23454 ها جاده  

 

 
 براي هر کلاس   F_ score: نتایج حاصل از معیار 9شکل  

  گیري نتیجه-5
بر    یمبتن  نی زم  یپوشش  يبندهدف پژوهش حاضر طبقه 

 ياماهواره  ری با استفاده از تصاو DLو    ML  ن ی نو يکردهایرو
شامل استخراج    یدو مرحله اصل  ،ML  کرد یاست. در رو   گانیرا
  ي بندو طبقه  GLCM  سیاز ماتر بافتی مستخرج  يهای ژگیو

و   LR ،DT ،RFکننده    يبندطبقه  ي هاتم ی گوربا استفاده از ال
SVM   .استخراج    ی بافت  يهای ژگیو   ر یبخش، تأث  نی در ا  است

شده مورد    د یتول  LCMدر    ری تصو  یاصل  يشده در کنار باندها
مبنا    U-Net ي هااز شبکه  ،DL کردیدر رو  ر گرفت. قرا  یابیارز 

  U-Net  ،U-Net++  ،ResU-Netشامل    ،یی معنا  ي بندم یتقس
هر دو    ی ابی جهت آموزش و ارز  گردید. استفاده  MRU-Netو  
اخذ شده از    2-نلیسنت  گانیرا  ياماهواره   ریاز تصاو   کرد،یرو

  ن یا  جی. نتا شداستفاده  تهران    غرب  يشهر  یمنطقه مطالعات
بخش   سه  در  هر    ي هان ی بهتر  سه ی مقاو    ML،  DLمطالعه 

مهم   ج ی. در ادامه، نتاگرفتقرار    لی و تحل ه یمورد تجز   کردیرو
  شده است: هر بخش ارائه   کیحاصل شده به تفک 

  ي های ژگی بخش اول نشان داد که استفاده از و  جی نتا . ١
و در نتیجه افزایش    ياماهواره   ری استخراج شده از تصاوبافت  

کاپا   بی و ضر  ی دقت کل شیمنجر به افزا   ابعاد فضاي ویژگی،
  ي هاتم یالگور   انی. در مد یگرد یادگیري ماشین    يبنددر طبقه 
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  ي باندها  بی باند (ترک  18  يود با ور  RFشده، مدل    ش یآزما
را    ن یزم  ی نقشه پوشش  ترین دقیق ) ی بافت يهای ژگیو و  یاصل 
 کرد.   دی تول

  ي ریادگی  مدل در نتایج بخش دوم مشاهده گردید که   . ٢
بربا   ، MRU-Net  قیعم و    MultiRes  ي هابلوك   تکیه 

باق توانا ماندهی اتصالات    خودکار   يریادگیدر    يشتری ب  یی، 
تصاو   ده یچیپ   يهای ژگیو که    ر یاز  دارد  به    توانست را  منجر 

تول و  بهتر  مدل ترق ی دق  LCM  دی عملکرد  به  نسبت  هاي  ي 
 شود.  دیگر
می   . ٣ نشان  سوم  بخش  مدل نتایج  که  -MRU  دهد 

Net بهره بدون  ویژگی ،  از  بر  گیري  تأکید  با  و  بافتی  هاي 
ها در ساختار خود، نسبت به  استخراج چند سطحی ویژگی 

تواند با نتایج  عملکرد قابل توجهی داشته و می  RF13b مدل 
براي   RF18b مدل  که  است  ذکر  به  لازم  اما  کند.  رقابت 

نمونه کلاس  تعداد  با  پوششی  محدود،  هاي  آموزشی  هاي 
 .اند نتایج بهتري ارائه داده  MRU-Net نسبت به RF هاي مدل 

که استفاده   دهد ی مطالعه نشان م   نیا  جینتا ، یبه طور کل
به    ن،ییپا   یمکان کیبا قدرت تفک  گانیرا ياماهواره  ری از تصاو

، به  MRU-Netمانند    نهیبه  DL  يهاهمراه استفاده از مدل 
برا  کردیرو  ک یعنوان   است.    LCM  ه یته  ي کارآمد  مناسب 

ی نوع و  نیبش یپ  ت یبهبود دقت و قابل شود جهت  توصیه می 
با رزولوشن بهتر    ری از تصاو  ،هاي پوششی زمینوضعیت کلاس 
هر کلاس    يتر براو متعادل   شتریب  یآموزش  يهاو تعداد نمونه 

 استفاده شود.  یپوشش 
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