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 چکیده

 باهدفلزوم تعیین دقیق ژئوئید  GPS خصوصاًاي هاي تعیین موقعیت ماهوارهبا توجه به گسترش روزافزون استفاده از تکنیک

استفاده از در کاربردهاي ژئودتیک بر کسي پوشیده نیست. تقريب ژئوئید با  GPSهاي گیريهاي ترازيابي با اندازهگیريجايگزيني اندازه

هاي ژئوپتانسیل و يا ژئوئیدهاي گراويمتري راهکاري ي موجود از قبیل مدلهامدلمحلي، در کنار  صورتبه GPS/levelingي هاداده

و يا تکنیک  هاداده. مواردي چون کیفیت سوال مهم سطح دقت قابل دسترس با استفاده از اين روش استاما  .پذيرفته شده است

هاي نوين روشبه ارزيابي تاثیرگذار باشد. در اين مقاله  GPS/levelingمي تواند در دقت ژئوئید  هادادهي اين سازمدلي برا مورداستفاده

( در مقايسه ANFISعصبي تطبیقي)-هاي استنتاج فازي( و سیستمANNي عصبي مصنوعي)هاشبکه ازجملهمحاسباتي مبتني بر يادگیري 

پرداخته شده است. اين  GPS/Levelingدر مدلسازي ژئوئید (، MPREي چند متغیره )اچندجملهمعادلات رگرسیون با روش استاندارد 

شهر اصفهان با ابعاد کوچکتر و توزيعي بسیار فشرده تر نسبت به و ترازيابي در شهرستان شاهین GPSهاي يستگاهاارزيابي در يک شبکه از 

 دهندهنشانسانتیمتر ممکن ساخته است. نتايج  3فیت داده ها مدلسازي ژئوئید را با دقتي بهتر از مطالعات پیشین صورت گرفته و اين کی

ضريب تشخیص  ازنظرمجذور میانگین مربعات خطاها و همچنین  ازنظر ANFISو  ANNي ژئوئید حاصل از هامدلمتري یليمبرتري چند 

در نقاط تست حاصل شده است.  براي اين مدل ها، mm7RMSE= ،3394/0=2R و mm 8RMSE= ،3343/0=2Rاست و به ترتیب

 دقیق ترين ارتفاع ژئوئید را در سطح منطقه فراهم مي سازد. ANFISبنابراين مدل ژئوئید حاصل از 

 هاي استنتاج فازي عصبي تطبیقي یستمسي عصبي مصنوعي، هاشبکه، GPS/Levelingژئوئید محلي،  واژگان کلیدی:

                                                 
 نويسنده رابط ∗
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 مقدمه -1

ترين روش براي تعیین ترازيابي سنتي در گذشته اصلي

ارتفاع دقیق نقاط روي سطح زمین بوده است. اين روش 

زمیني دشوار، پرهزينه و علیرغم سادگي نیازمند عملیات 

هاي زيادي هاي گذشته تلاشبر است. در دههزمان

منظور توسعه يک روش جايگزين براي ترازيابي صورت به

توان به ترازيابي مثلثاتي ها ميکه از میان آن گرفته است

با گسترش تکنیک. دقیق و ترازيابي موتوريزه اشاره داشت

هاي و استفاده GPSهاي سیستم تعیین موقعیت جهاني 

، پیشرفت 3380برداري از سال روزافزون آن در نقشه

توجهي در بحث تعیین موقعیت و تعیین ارتفاع قابل

آمد. ولي  وجود هاي موقعیت بهعنوان يکي از مؤلفهبه

نسبت  GPSدانیم ارتفاع بدست آمده از طور که ميهمان

تیک شود و ارتفاع ژئودگیري مياندازه WGS84به بیضوي 

يک پارامتر هندسي است و به طور مستقیم ارتباطي با 

لذا در  پتانسیل میدان جاذبي زمین ندارد.سطوح هم

توان از آن به طريق مشابه با ها نميبسیاري از کاربرد

ارتفاع حاصل از ترازيابي استفاده کرد. در چنین مواردي 

بايد به ارتفاع ارتومتريک تبديل  GPSارتفاع حاصل از 

. در اين انتقال، ارتفاع ژئوئید )جدايي بین ژئوئید و شود

بیضوي( با دقت کافي موردنیاز است. براي رسیدن به اين 

اي در راستاي هاي گستردهتلاش 3330فرجام از سال 

هاي هايي براي تعیین ژئوئید ازجمله روشتوسعه روش

هاي هندسي با گراويمتريک يا در مقیاس محلي روش

و ترازيابي باهدف دستیابي به  GPSترکیب مشاهدات 

 .[3،4]دقتي در حد چند سانتیمتر شده است
ترازيابي و اطلاعات  GPSطورکلي استفاده ترکیبي از به

هاي ژئودتیک ژئوئید راهکاري کلیدي در بسیاري از کاربرد

وجود که اين سه نوع داده ارتفاعي تفاوت باشد. بااينمي

هاي مبنا، روششاياني ازنظر مفهوم فیزيکي، سطح

 يطور تقريبي بايد از رابطهمشاهداتي، دقت و... دارند به

𝑁ساده  ≃ ℎ − 𝐻  پیروي کنند. که در آنN  ارتفاع

-ارتفاع ژئودتیک مي hارتفاع ارتومتريک و  Hژئوئید، 
 ي تعیین ژئوئید به روش هندسيمسئله .[2, 3]باشد

سازي تغییرات ارتفاع زئوئید حاصل نوعي بررسي و مدلبه

و  GPSها با ارتفاع هاي اي از ايستگاهاز اين رابطه در شبکه

ترازيابي معلوم ، است و خروجي آن يک سطح هندسي 

 پیوسته است که ژئوئید را به بهترين وجه تقريب مي کند.

 
  GPS/Levelingمفهوم  -3شکل

اين روش به چند عامل ازجمله  دقت ژئوئید حاصل از

ها و روش تعداد و توزيع نقاط کنترل، کیفیت داده

يابي يا برازش سطح بستگي دارد. در مطالعاتي که درون

شده،  صورت موردي در مناطق مختلف جهان انجامبه

شده است. گرفته هاي مختلفي در اين مسئله به کارتکنیک

و  3معکوس فاصله دهي با توان به وزنها ميازجمله آن

و  Spline [2]، [7, 9]42سطحي تابع درجه روش چند

اشاره کرد. معادلات رگرسیون  [8] 3تبديل موجک

هاي برازش اي چند متغیره يکي ديگر از روشچندجمله

عنوان روش ها بهباشد که در اکثر پژوهشسطح مي

ها مورداستفاده استاندارد و در مقام مقايسه با ساير روش

نیز ژئوئید هندسي . در مواردي [30, 3, 4]قرارگرفته است 

هايي که مفهوم آماري بیشتري دارند با استفاده از روش

و  [33, 2]چون کولوکیشن کمترين مربعات 

Geostatistical Kinging [3]،  .تقريب شده است 

ي هايي که درزمینههاي اخیر با پیشرفتدر سال

هاي محاسباتي مبتني هوش مصنوعي صورت گرفته روش

ف وسیعي از کاربردها به کار بر يادگیري در طی

ها در بسیاري از تحقیقات شده است. اين روشگرفته

هاي خطادار يا از براي حل مسائل پیچیده متکي به داده

ها رفته مؤثر بوده است. در ژئودزي نیز اين روشدست 

، [32]هاي دوران زمین در مواردي ازجمله برآورد پارامتر

و برآورد سرعت نقاط  [33]بیني تغییرات سطح دريا پیش

اند. استفاده شدهاستفاده [34]هاي ژئودتیک اصلي شبکه

عنوان ها در مسئله تعیین ژئوئید بهو ارزيابي اين روش

ي محققان يک سطح در چند سال اخیر موردعلاقه

هايي توان روشها ميقرارگرفته است. ازجمله اين روش

هاي عصبي ، شبکه4چون ماشین بردار پشتیبان

                                                 
۱ Inverse Distance Weighting (IDW)  
۲ Multi surface Method of Quadratic Function 
۳ Wavelets 
٤ Support vector machine 
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عصبي -هاي استنتاج فازي، سیستم3(ANNمصنوعي)

, 4] 3هاي عصبي موجک پايه، شبکه2(ANFISتطبیقي)

 شمرد.را بر [39, 32, 33
در اين مقاله نیز سعي بر آن است که تحقیقي در 

سازي ژئوئید راستاي انتخاب بهترين تکنیک براي مدل

ابتدا  2هندسي صورت بگیرد. بدين منظور در بخش

آوري ي مطالعاتي و عملیات میداني براي جمعمنطقه

را تفصیل خواهیم کرد. در بخش  GPS/Levelingهاي داده

د ارزيابي در اين پژوهش که هاي موربه شناخت تکنیک 3

اي چند متغیره، شبکهشامل معادلات رگرسیون چندجمله

عصبي -هاي استنتاج فازيهاي عصبي مصنوعي و سیستم

نتايج عددي و ارزيابي  4پردازيم. در بخش اند ميتطبیقي

کنیم و در بخش آخر به بحث و شده را ارائه ميانجام

 گیري خواهیم پرداخت.نتیجه

 هادادهه مطالعاتی و منطق -2

ايستگاه  249ي شامل اشبکهبراي انجام اين پژوهش 

يباً يکنواخت در سطح شهرستان تقربا توزيع مکاني 

است  بناشدهطراحي و  اصفهانشهر واقع در شمال ینشاه

 Staticتعیین موقعیت  صورتبه GPS(. مشاهدات 2)شکل

يک  يت شبکه از طريقدرنهادر تمام شبکه صورت گرفته و 

روز و با استفاده از  3ساعته در طول  24یري گاندازه

به شبکه ژئودينامیک سراسري  IGSهاي دقیق افمريز

متصل شده است. همچنین  IPGNايران موسوم به 

هاي بسته در ي از لوپامجموعهانجام ترازيابي  منظوربه

 صورتبهسطح شبکه طراحي و عملیات ترازيابي دقیق 

در طول خطوط مبنا صورت گرفته است. با  وبرگشترفت

توجه به ابعاد منطقه و تعداد نقاط شبکه، شبکه 

ي مشابه صورت گرفته در هاپژوهشنسبت به  مورداستفاده

اين راستا از چگالي بسیار بالايي برخوردار است. لذا انتظار 

بیشتر براي ژئوئید هندسي  مراتببهدستیابي به دقتي 

  حاصل غیرمنطقي نیست.
 

                                                 
۱ Artificial neural network 
۲ adaptive-network-based fuzzy inference system 
۳ Wavelet Neural Network (WNN) 

 
 منطقه مطالعاتي -2شکل

 یشناسروش -3

ی چند اچندجملهمعادلات رگرسیون  -3-1

 متغیره با استفاده از تئوری کمترین مربعات

نقطه کنترل با توزيع مناسب در  nي متشکل از اشبکه

ي هاارتفاع( و GPS)حاصل از  hمنطقه و ارتفاع بیضوي معلوم 

)حاصل از ترازيابي( در نظر بگیريد. در اين  Hارتومتريک معلوم 

ي، براي نمايش سطح ژئوئید اچندجملهي بستهصورت فرمول 

محلي با توجه به اين شبکه نقاط گسسته و ارتفاع ژئوئید معلوم 

𝑵𝑮𝑷𝑺/𝑳 = 𝒉 − 𝑯  خواهد بود.زير  صورتبه هاآن 

(3) 𝑁𝑙(𝜑, 𝜆) = ∑ ∑ 𝑎𝑖𝑗

𝑙−𝑖

𝑗=0

𝑙

𝑖=0

(𝜑 − 𝜑0)𝑖(𝜆 − 𝜆0)𝑗 

 0متغیر از  jو  iي با اچندجملهمعرف ضرايب  𝑎𝑖𝑗که در آن  

دهد. در اين يمي را نشان اچندجملهي درجه lباشد و يم lتا 

اند که یاييجغرافبه ترتیب طول و عرض  𝜆و  𝜑رابطه 

 𝜆0و  𝜑0باشند و يم مدنظري موقعیت نقطه دهندهنشان

با در اختیار  در اين رابطه 𝑎𝑖𝑗. ضرايب اندشبکهمختصات مرکز 

در نقاط شبکه از طريق يک سرشکني کمترين  Nداشتن مقادير 

 مربعات با در نظر گرفتن مدل خطي زير قابل برآورد است:

(2) 𝐸(𝑦) = 𝐴𝑥 

 بردار مشاهدات، yکه در آن 

(3) 𝑦 = [ℎ1 − 𝐻1 … ℎ𝑛 − 𝐻𝑛]𝑇 

 راهنما:

 ايستگاه ها 

 شاهین شهر
 N اصفهان
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A  ماتريس طرح وx  بردار مجهولات شامل ضرايب𝑎𝑖𝑗 

ي برآوردگر نااريب خطي زير قابل یلهوسبهباشد و يم

 :[37]برآورد است

(4) 𝑥̂ = (𝐴𝑇𝐴)−1𝐴𝑇𝐴 

ي فوق ارتفاع رابطهضرايب برآورد شده از  بر اساس

ي دلخواه با جايگذاري مختصات آن نقطهژئوئید در هر 

,𝜑نقطه ) 𝜆( در رابطه  )یین است.تعقابل( 3 
ي اصلي در بحث معادلات رگرسیون مسئله

ي اچندجملهي درجهي چند متغیره انتخاب اچندجمله

یرگذار تأثتري ي موجود است که پارامهادادهبهینه با توجه 

سعي و خطا  صورتبه معمولاًدر دقت مطلوب خواهد بود و 

ي ممکن اچندجملهشود. اگرچه درجات بالاي يمتعیین 

را مدل کند  هادادهي با دقت بیشتري انقطه صورتبهاست 

در نقاطي که در  خصوصاًدر مقیاس کلي و  معمولاًولي 

تقريب خوبي  اندنشده استفادهفرآيند برآورد ضرايب 

ي به اچندجملهي افزايش درجه لزوماً نخواهیم داشت و 

بهتر شدن تقريب کمک نخواهد کرد. در مبحث رگرسیون 

آزمون  هاآنمتداول است پس از برآورد ضرايب روي 

 آزموناين آزمون با استفاده از   ي صورت پذيرد.معنادار

:𝐻0فیشر و با در نظر گرفتن فرض صفر  𝑥𝑖 = و فرض  0

:𝐻1قابل م 𝑥𝑖 ≠  آزمونير است. متغیر اين پذامکان 0

( تعريف 𝑥̂𝑖ي برآورد شده )پارامترهاتابعي از بردار  صورتبه

 شود:يم

(2) F =
x̂i

TQx̂ix̂i

−1 x̂i

tiσ̂0
2 ~F̃ti,r 

𝑄𝑥𝑖𝑥𝑖که در آن 
𝑥̂𝑖 ،𝜎̂0ماتريس کوفاکتور  

فاکتور   2

 .[30]ي آزمون استپارامترهاتعداد  tواريانس اولیه و 

يید ضرايب برآورد شده درجات مختلف تأپس از 

ي ژئوئید حاصل از هر هاارتفاعي بر مبناي اچندجمله

ضريب تشخیص و مجذور میانگین مربعات  ازنظرمدل، 

( در نقاط کنترل و تست اعتبار سنجي RMSEخطا )

 :اندمحاسبهقابلاز روابط زير شوند. اين دو پارامتر يم

(9) 𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑗
𝑖=1

∑ (𝑦𝑖 − 𝑦̅)2𝑗
𝑖=1

 

(7) 𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑗
𝑖=1

𝑗
 

ي ارتفاع ژئوئید شدهها مقادير محاسبه 𝑦̂𝑖 هاآنکه در 

حاصل  yمقدار متوسط مشاهدات  𝑦̅اند و با استفاده از مدل

ها بیانگر میزان . اين متغیر[38]باشدمي GPS/Levelingاز 

اند. در  yاز مقادير واقعي  𝑦̂انحراف مقادير برآورد شده 

و بیشترين مقدار  RMSEنهايت مدلي با کمترين مقدار 

𝑅2 شد. خواهد هینه برگزيدهبه عنوان مدل ب 

 ی عصبی مصنوعیهاشبکه -3-2

که  انديعصبي مصنوعي، ابزاري محاسبات يهاشبکه

 دارند ي عصبي طبیعيهاشبیه به رفتار شبکه يرفتار

عصبي  يهاهاي اخیر انواع مختلفي از شبکهدر سال. [33]

خاص خود را  يم کاربردهااند که در اکثر علوشدهارائه

 ازجملهها در مواردي در ژئودزي نیز اين روش اند.يافته

 ییرتغي سازمدل،  [32]هاي دوران زمین برآورد پارامتر

و همچنین تعیین ژئوئید  [20]تیک ي ژئودهاشکل

. اندشدهاستفاده [33, 4]يک سطح هندسي  صورتبه

هاي هوشمندي یستمسي عصبي مصنوعي، هاشبکه

ي تجربي موجود هانمونهتوانند به کمک يمهستند که 

ي جديد مشابه به کارگرفته هادادهيده و براي د آموزش

توان مرهون به،  يمرا  هاروششوند.گسترش روزافزون اين 

با  کار کردن، توانايي هاآنیرخطي غمزاياي ساختار 

ي خطادار و عدم نیاز به دانش قبلي نسبت به هاداده

ها داده هاي دانست و تنها لازمه ي آن موردمطالعهسیستم 

تحلیل مسائل  نه مناسب خواهد بود. اين مزايا امکاننمو

قادر به  يسختسنتي و مرسوم به يهاکه روش ايیچیدهپ

سازد. اگرچه که اين ساختار يمرا فراهم  ها هستندحل آن

خاصیت  اصطلاحاًي عصبي مصنوعي يا هاشبکهي بسته

 ضعفنقطه عنوانبهدر مواردي  هاآنجعبه سیاه بودن 

 شود.يمشناخته 

ي عصبي مصنوعي هاشبکهدر يک تعريف ساده 

)واحدها( ي متصل به هم  هانوروني از اشبکهمتشکل از 

ها و طبیعت خطوط هستند. چگونگي ارتباط میان نورون

. اين خطوط [23]کنديمارتباطي، نوع شبکه را مشخص 

قدرت سیگنال هنگام  ارتباطي وظیفه کاهش و يا تقويت

انتقال از يک واحد به واحد ديگر را دارند و چگونگي 

شبکه عصبي،  تنظیم و يا آموزش پارامترهاي موجود در

ي هاشبکهگردد. يمتوسط يک الگوريتم آموزشي تعیین 

توان بر اساس ساختار شبکه يمعصبي مصنوعي را 

 يهاشبکه هاآنين پرکاربردتري کرد. يکي از بندطبقه
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يا   3(NN-MLFBپیشرو پس انتشار ) ييهچندلاعصبي 

MLP-) يه پرسپترونچندلاي عصبي هاشبکه اصطلاحاً

NN)2  در مطالعاتي که در آن تقريب يک  خصوصاًباشد يم

 صورتبه هارونون هاشبکهي است. در اين موردبررستابع 

ها از يک لايه یگنالساند و شدهي بنددستهلايه به لايه 

ي از اشبکهي يک لايه خروجي و در طول سوبهورودي 

اي به لايه يهلااز  هارونونيابند. يمخطوط ارتباطي جريان 

هاي موجود در ديگر به هم متصل هستند، اما میان نورون

ي عصبي هاشبکهاکثر  باشد.ينميک لايه ارتباطي برقرار 

و يک  4،  حداقل يک لايه مخفي3داراي يک لايه ورودي

ي هادادهي ورودي يهلا(. 3باشند )شکل يم 2لايه خروجي

ي يهلاکند. يمورودي را دريافت و در شبکه پخش 

خروجي آخرين لايه ايست که در آن پردازش نهايي 

کند. يمي مطلوب را تولید و خروجگیرد يمصورت 

هاي يهلاهاي پنهان محل انجام محاسبات اصلي مابین يهلا

ي است. هر يک از خطوط ارتباطي بین ورودي و خروج

داراي وزني است و مقادير ورودي هنگام عبور از  هانورون

 نورونشوند. در هر يماين خطوط در وزن نظیر آن ضرب 

، جمع شده و نورونهاي يورود عنوانبه هاضربحاصلاين 

تولید  نورونپس از عبور از يک تابع انتقال، خروجي نظیر 

ي هانورونهاي يورودي خود يکي از هنوببهشود که يم

(. خروجي 4ي بعد شبکه عصبي خواهد بود )شکل يهلا

توان يمي پنهان و تنها يک خروجي را يهلاي با يک اشبکه

 ي زير خلاصه کرد:رابطهدر 

(8) 𝑦 = 𝑓(∑ 𝑤𝑗,𝑘𝑓(∑ 𝑤𝑖,𝑗𝑥𝑖)) 

ي متناظر با هاوزن wخروجي،  yورودي،  xکه در آن 

تابع انتقال  (.)fو  هانورونخطوط ارتباطي بین 

ي عصبي هاشبکه. استفاده از توابع انتقال در [4]باشديم

یرخطي در شبکه غدر عمل منجر به ايجاد خاصیت 

افزايش کارايي شبکه تعداد تکرار را  علاوه برشود که يم

تابع انتقال  عنوانبه. توابع مختلفي [33]دهديمنیز کاهش 

. مثل توابع انتقال تانژانت هذلولي يا انداستفادهقابل

                                                 
۱  Multi-Layer Feed forward Back propagation 

Neural Network    
۲  Multi-Layer Perceptron Neural Network 
۳  Input Layer 
٤  Hidden Layer 
٥  Output Layer 

ين ترمتداوليکي از  عنوانبه(( که 3)رابطه ) 9سیگمويد

 توابع انتقال در اين پژوهش مورد استفاده قرار گرفته است.

(3) 𝒇(𝑵𝑬𝑻) =
𝟐

(𝟏 + 𝒆−𝟐𝑵𝑬𝑻)
− 𝟏 

 

 
 يه پیشروچندلاي عصبي هاشبکه -3شکل 

 

 
,𝒙𝟏ي عصبي، شبکهي هانورونعملکرد  -4شکل  … , 𝒙𝒏 هايورود ،

𝒘𝟏, … , 𝒘𝒏 نوروني هاوزن ،f  تابع انتقال وy  باشديمخروجي. 

ي عصبي از لحاظ الگوريتم آموزش در دو هاشبکه

  8و آموزش بدون  نظارت 7دسته آموزش همراه با نظارت

از دسته  MLPي عصبي هاشبکهشوند. يمي بندطبقه

ها را بر اساس وزن ارتباطات بین نورون هاآنکه در  انداول

اختلاف میان خروجي مطلوب شبکه و خروجي واقعي 

، در هاشبکهکنند. در فرآيند يادگیري اين يمشبکه تنظیم 

ي هاوزن عنوانبهتصادفي مقاديري  صورتبهمرحله اول 

ي ورودي بر هادادهشود و يمبکه در نظر گرفته اولیه ش

در طول شبکه، به سمت جلو، منتشر  هاوزناساس اين 

شوند تا براي هر مجموعه نمونه آموزش مقاديري يم

اختلاف بین مقدار  آن از پسخروجي برآورد شود.  عنوانبه

خطا  عنوانبهبرآورد شده و مقدار مطلوب خروجي شبکه )

E هانوروني متناظر با هاوزن( رو به عقب و در قالب تغییر 

کمینه کردن  باهدفشود. اين فرآيند يمدر شبکه اعمال 

اختلاف بین مقدار برآورد شده و مقدار مطلوب خروجي 

                                                 
٦  Hyperbolic tangent sigmoid 
۷  Supervised Learning 
۸  Unsupervised Learning 

𝑥1 

𝑥2 

⋮ 

𝑥𝑖 

  

  

∑ 𝑤𝑖𝑥𝑖

𝑖

 f (NET) 

𝑤1 

  𝑤2 

  ⋮ 

  𝑤𝑖 

  

𝑦 

  

Hidden Layers  

Feed-forward 

Network 
Inputs 

Network 
Outputs 

Input Layer  Output Layer  

Back-propagation 
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شود تا جايي که مقدار خطا به عددي کمتر يمشبکه تکرار 

ي هاروش. يکي از [22]برسد نظر مورداز حد آستانه 

ي عصبي هاشبکهي آموزش مرحلهسازي در ینهبهمرسوم 

MLP روش LM3 ي ترکیبي از نوع بهباشد که يم

نیوتون و کاهش شیب است و با توجه -هاي گوسيتمالگور

 بههمگرايي بیشتر در اين پژوهش نسبت  سرعتبه

. در الگوريتم [23]است  شدهدادهي مشابه ترجیح هاروش

LM ي جديد در هر تکرار با توجه به بردار خطاي هاوزنE 

 شود:يمي زير حاصل رابطهاز 

(30) 𝑤𝑘+1 = 𝑤𝑘 + [𝐽𝑇𝐽 + 𝜇𝐼]−1𝐽𝑇𝐸 

عددي  𝜇یان بردار خطا و ژاکوبماتريس  Jدر اين رابطه 

مثبت به نام نرخ آموزش است. نرخ آموزش در هر تکرار 

و با   2(MSEبسته به تغییرات میانگین مربعات خطاها )

0استفاده از يک نرخ زوال ) < 𝛽 < کند يم( تغییر  1

نسبت به تکرار قبل کاهش  MSEکه اگر مقدار يطوربه

ضرب و در صورت افزايش بر آن تقسیم  𝛽در  𝜇پیدا کرد، 

 شود. يم

براي  MLPي عصبي شبکهدر اين پژوهش از يک 

ي آموزش هانمونهاست.  شدهاستفادهتقريب سطح ژئوئید 

 2تفصیل شده در بخش  GPS/Lي شبکه هادادهشبکه 

هاي شبکه عصبي مختصات يورودکه يطوربهباشد. يم

,𝜑نقاط ) 𝜆 و خروجي مطلوب شبکه ارتفاع ژئوئید )

(𝑁𝐺𝑃𝑆/𝐿 = ℎ − 𝐻 منظوربهواهد بود. در انتها ( خ 

اعتبارسنجي شبکه عصبي دو پارامتر ضريب تشخیص و 

( و 9( مطابق روابط )RMSEمجذور میانگین مربعات خطا )

 ( محاسبه خواهند شد.7)

های استنتاج فازی عصبی یستمس -3-3

 تطبیقی

سیستم استنتاج فازي يک چهارچوب محاسباتي ويژه 

هاي فازي، قواعد بر مبناي منطق فازي، تئوري مجموعه

آنگاه فازي و استدلال فازي است که بسیاري از -اگر

 90وسیله لطفي زاده در اواسط دهه مفاهیم بنیادي آن به

 .[24]شده است مطرح

                                                 
۱ Levenberg-Marquardt 
۲ Mean Square Error 

هاي استنتاج فازي عصبي تطبیقي درواقع يکي سیستم

هاي بکههاي محاسبات نرم هستند که با ترکیب شاز روش

عصبي و منطق فازي پارامترهاي سیستم استنتاج فازي را 

هاي عصبي، هاي مختلف آموزش شبکهبه کمک تکنیک

کنند و در عمل يک نگاشت خطي ولي کارا سازي ميبهینه

ها به فضاي خروجي بر مبناي دانش بشر از فضاي ورودي

-هاي وروديآنگاه فازي( و داده-)در قالب قوانین اگر

طور ها به. اين سیستم[22]کنند ايجاد ميخروجي 

ها و آمیزي در علوم مختلف براي کنترل سیستمموفقیت

رود. و در چند هاي نامنظم به کار ميسازي پديدهمدل

سال اخیر نیز در بحث تعیین ژئوئید موردتوجه قرارگرفته 

هاي استنتاج فازي در . انواع مختلفي از سیستم[4]است 

هاي استنتاج منابع ذکرشده است که از اين میان سیستم

هاي بیشترين کاربرد را در زمینه 4و سوگانو 3ممداني

مختلف دارا هستند. در اين بخش براي سادگي ساختار 

دي و يک يک سیستم استنتاج فازي سوگانو با دو ورو

خروجي تفصیل خواهد شد. با اين فرض که در قوانین 

صورت ترکیب آنگاه فازي سوگانو خروجي هر قانون به-اگر

 علاوه يک ترم ثابت باشند:خطي از متغیرهاي ورودي به

𝑅𝑚 اگر :𝑋1 ،𝐴1𝑗  و𝑋2 ،𝐴2𝑗 باشد، آنگاه: 

(33) 𝑦𝑚 = (∑ 𝑟𝑖
𝑚𝑋𝑖

2

𝑖=1

) + 𝑟0
𝑚; 

𝑗 = 1,2, … , 𝑛;   𝑚 = 1,2, … , 𝑛2 

 𝑋𝑖ام، mدهنده قانون فازي نشان 𝑅𝑚که در آن  

تعداد توابع عضويت،  nشماره ورودي،  iام، iپارامتر ورودي 

j  ،شماره تابع عضويت𝐴𝑖𝑗  مجموعه فازيj ام پارامتر

𝑟𝑖ام و mخروجي قانون فازي  𝑦𝑚ام، iورودي 
𝑚  پارامترi ام

 ANFISباشد. ساختار ام ميmبخش نتیجه قانون فازي 

صورت يک شبکه ارتباطي به 2شده در شکل نشان داده

لايه است که براي تحقق يک سیستم استنتاج  2پیشرو 

 درANFIS . [22،27]شده است فازي سوگانو به کار گرفته

 فازي استنتاج سیستم يک توابع و اصلي عناصر اصل،

توابع عضويت، قوانین منطق فازي، فازي سازي، )متداول 

زي و مفهوم فازي( را در قالب يک ساختار عکس فازي سا

ارتباطي قادر به آموزش توابع عضويت و قوانین منطق 

                                                 
۳ Mamdani 
٤ Sugeno  
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تابع عضويت دارد و  nکند. هر ورودي فازي ادغام مي

 صورت زير است:ها داراي توابعي بههاي ساير لايهگره

 
 با دو متغیر ورودي ANFISساختار شبکه  -2شکل 

هاي اين لايه تنها مقادير لايه ورودي: گره .1لایه 

دهند. ورودي را دريافت کرده و به لايه بعد انتقال مي

 صورت زير است:ها بهخروجي اين گره

(32) 𝑂𝑖𝑗
(1)

= 𝑋𝑖 ,     𝑖 = 1,2;   𝑗 = 1,2, … , 𝑛 

لايه اقلام زباني: توابع اين لايه توابع  .2لایه 

اند که درواقع فضاي ورودي را به چند زير فضا عضويتي

ها را از لايه ورودي کنند. اين لايه سیگنالتقسیم مي

کند و با استفاده از يک تابع عضويت، دخالت دريافت مي

کند. رابطه بین هاي شهودي را معین ميسیگنال 3نسبي

عنوان به G22ين لايه با انتخاب تابع ورودي و خروجي ا

 شود:صورت زير تعريف مييکي از توابع عضويت رايج به

(33) 𝑂𝑖𝑗
(2)

= 𝜇𝑖𝑗 = exp (−
(𝑂𝑖𝑗

(1)
− 𝑎𝑖𝑗

𝑘 )
2

(𝑏𝑖𝑗
𝑘 )

2 ), 

i = 1,2;    j = 1,2, … , n;    k = 1,2 

تابع عضويتي بر مبناي ترکیب دو  G2تابع عضويت 

𝑎𝑖𝑗تابع گوسي است. پارامترهاي 
1  ،𝑏𝑖𝑗

𝑎𝑖𝑗و  1
2  ،𝑏𝑖𝑗

به  2

ترتیب میانگین و انحراف معیار تابع سمت چپ و راست 

اند. پارامترهاي اين لايه به نام پارامترهاي فرض منحني

 شوند.مقدم شناخته مي

هاي اين لايه نرخ يا شدت آتش هر قانون: گره .3لایه 

اند و هیچ پارامتر قابل تنظیمي ندارند. هر گره ثابت

کند و خروجي طبق ورودي را با هم ضرب مي هايسیگنال

 شود:رابطه زير محاسبه مي

                                                 
۱ Relative contribution 
۲ Gaussian2 

(34) 𝑂𝑚
(3)

= 𝑤𝑚 = 𝑂1𝑗
(2)

𝑂2𝑙
(2)

,   𝑗 = 1,2, … , 𝑛; 
𝑙 = 1,2, … , 𝑛;    𝑚 = 1,2, … , 𝑛2 

خروجي هر گره در اين لايه نرخ يا شدت آتش يک 

 کند.قانون را مشخص مي

هايي تطبیقي لايه نتیجه: اين لايه داراي گره .4لایه 

 ها عبارت است از:است که تابع آن

(32) 𝑂𝑚
(4)

= 𝑂𝑚
(3)

𝑓𝑚 =
𝑤𝑚

∑ 𝑤𝑚
𝑛2

𝑚=1

[(∑ 𝑟𝑖
𝑚𝑋𝑖

2

𝑖=1

) + 𝑟0
𝑚], 

𝑖 = 1,2;    𝑚 = 1,2, … , 𝑛2 

پارامترهاي اين لايه به نام پارامترهاي نتیجه يا پیش 

 شوند.خروجي شناخته مي

تنها گره اين لايه گره اي ثابت با لايه خروجي:  .5لایه 

است که خروجي نهايي را از حاصل جمع کلیه  Σعلامت 

 نمايد:هاي ورودي محاسبه ميسیگنال

(39) 𝑂(5) = 𝑦 = ∑ 𝑂𝑚
(4)

𝑛2

𝑚=1

 

معادل است  ANFISشده طور خلاصه، ساختار ارائهبه

 2و3هاي شده استنتاج فازي که در آن لايهبا سیستم ساده

هاي  متناظر با بخش فرض مقدم قوانین فازي و لايه

 گیري هستند.متناظر با بخش نتیجه 2و4و3

، تکنیکي است که پس از ANFISالگوريتم آموزش 

انتخاب سیستم فازي اولیه با ترکیب دو الگوريتم 

بعات و نزول شیب در دو گذر سازي کمترين مربهینه

جلو و رو به عقب به ترتیب پارامترهاي نتیجه و فرض روبه

. در مرحله پیشرو با فرض [29]کند مقدم را تنظیم مي

ثابت بودن پارامترهاي فرض مقدم )پارامترهاي توابع 

هاي بدست آمده ترکیب خطي از عضويت( خروجي

توان با ها را مياند، لذا اين پارامترپارامترهاي نتیجه

استفاده از روش کمترين مربعات خطاها بهینه نمود. اما در 

شوند مرحله پسرو پارامترهاي نتیجه ثابت فرض مي

پارامترهاي توابع عضويت با استفاده از روش پس انتشار 

شوند. اين فرآيند تا روز ميخطا مبتني بر نزول شیب، به

لاً مجموع مربعات شود که مقدار خطا )معموآنجا تکرار مي

هاي واقعي و مطلوب سیستم( تا مقداري اختلاف خروجي

 کمتر از خطاي مطلوب کاهش پیدا کند.
در  ANNنیز مشابه با  ANFISدر اين مقاله روش 

شده در هاي ارائهمسئله تعیین ژئوئید محلي روي داده

∑

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 

Premise parameters Consequent parameters 

Fu
ll 

co
nn
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n

y









 





Input 1 

Input 2 
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مورد آزمايش قرارگرفته است. پارامترهاي ورودي  2بخش 

اند و خروجي جغرافیايي نقاط شبکهسیستم، مختصات 

صورت توابعي در فرم اند که بهشبکه، ارتفاع ژئوئید آن نقاط

از متغیرهاي ورودي برآورد  3هاي درجه ايچندجمله

يا  ANFISخواهند شد. تعداد توابع خروجي به ساختار 

شده وابسته است. ارزيابي تعداد قوانین فازي در نظر گرفته

نیز با دو پارامتر ضريب تشخیص  ANFISسازي نتايج مدل

مطابق روابط   3(RMSEو مجذور میانگین مربعات خطا )

شده، انتخاب ANFISگیرد. ساختار ( صورت مي7( و )9)

 4پارامترهاي برآورد شده و نتايج حاصل در بخش 

 تفصیل شرح داده خواهد شد. به

 سازی و نتایجیادهپ -4

سازي معادلات لهاي مددر اين بخش هرکدام از روش

هاي عصبي اي چند متغیره، شبکهرگرسیون چندجمله

هاي استنتاج فازي عصبي تطبیقي در مصنوعي و سیستم

 2منطقه مطالعاتي که در بخش  GPS/Levelingشبکه 

منظور تفصیل شده است، به کارگرفته شده است. و به

صورت يک عنوان ژئوئید محلي )بهتعیین بهترين مدل به

ها به آنالیز عددي نتايج یلي( و مقايسه اين روشسطح تحل

شده است. در همه فرآيندهاي سازي پرداختهاين مدل

صورت تصادفي از نقطه از نقاط شبکه به 20سازي مدل

سازي با استفاده از ساير نقاط شده و مدلسازي حذفمدل

اند و صورت گرفته است. اين نقاط، نقاط تست نامیده شده

 شوند.رزيابي نتايج استفاده ميتنها براي ا

محدودشده و کارايي  4اي به در ابتدا درجه چندجمله

دهنده نشان 9اند. شکل هر درجه مورد ارزيابي قرارگرفته

( و ضريب تشخیص RMSEمجذور میانگین مربعات خطا )

هاي ارتفاع ژئوئید در نقاط تست براي باقیمانده

و نتايج اين  باشد.مي 4تا  3هاي درجه ايچندجمله

 شده است.ارائه 3ارزيابي آماري در جدول

                                                 
۱ Root Mean Square error 

 
هاي ارتفاع باقیمانده 𝑅2( و ضريب تشخیص mm) RMSE -9شکل 

 اي در نقاط تستژئوئید براي درجات مختلف چندجمله

𝛿𝑁هاي ارتفاع ژئوئید )نتايج آماري باقیمانده -3جدول =

𝑁𝐺𝑃𝑆/𝐿 − 𝑁𝑀𝑃𝑅𝐸اي مختلف چندجمله ( در نقاط تست براي درجات

(mm) 
درجه 

 ایچندجمله
Min Max Mean RMSE 

 8.5 0.0 26.8 20.6- 3درجه 
 8.9 0.7 24.0 19.1- 2درجه 
 9.1 0.2- 21.4 25.3- 3درجه 
 9.9 2.6 31.1 16.2- 4درجه 

اي را با توجه به ي اول چندجملهنتايج فوق درجه

و بیشترين مقدار ضريب تشخیص  RMSEکمترين مقدار 

 کند.عنوان بهترين مدل معرفي ميبه

کارگیري يک شبکه ي اين پژوهش بهدومین مرحله

با آموزش همراه با نظارت براي تعیین  MLPعصبي 

شده در ي انتخابهاي ژئوئید است. ساختار شبکهارتفاع

لايه با دو نورون ورودي، يک  3اين پژوهش متشکل از 

نورونه و يک نورون خروجي است )ساختار  20ان لايه پنه

( که طي يک فرايند سعي و خطا 2-20-3ي چندلايه

 83طورکلي داراي شده است. بنابراين اين شبکه بهانتخاب

باياس خواهد  23آموزش و وزن قابل 90پارامتر متشکل از 

براي  2-3شده در بخشارائه LMبود. الگوريتم آموزش 

شده است. معیارهاي آماري آموزش اين شبکه به کار گرفته

و ضريب تشخیص  RMSEلازم براي ارزيابي نتايج ازجمله 

𝑅2 ( ( در جدول 7( و )9)روابط)شده است.ارائه 2 

طور که در سازي همانعنوان سومین روش مدلبه

فازي نیز آمده است از يک سیستم استنتاج  3بخش 
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عصبي تطبیقي براي تخمین ارتفاع ژئوئید در سطح منطقه 

شده است. پارامترهاي سیستم با استفاده مطالعاتي استفاده

ازآن مدل برآورد شده با هاي آموزش برآورد و پساز داده

اند. در ساختار هاي تست اعتبارسنجي شدهاستفاده از داده

تابع  2گرفتن شده با در نظر سیستم استنتاج فازي انتخاب

ها )طول و عرض براي هريک از ورودي G2عضويت 

شده قانون فازي تعريف 4جغرافیايي( سیستمي متشکل از 

ر مربوط به پارامت 8پارامتر قابل تنظیم،   20است. بنابراين 

پارامتر نتیجه  32تابع عضويت( و فرض مقدم )پارامترهاي 

هاي آموزش و )پارامترهاي رابطه خطي(، با استفاده از داده

از طريق الگوريتم آموزش ترکیبي کمترين مربعات و نزول 

رجوع شود(. تعداد  3-3شوند )به بخش شیب محاسبه مي

قوانین فازي يا به عبارتي تعداد توابع عضويت هر يک از 

ها را به چند زير فضا تقسیم ها درواقع فضاي وروديورودي

کوچک منطقه، کند. در اين پژوهش با توجه به ابعاد مي

طي يک فرآيند سعي و خطا مشخص شد که افزايش تعداد 

در نقاط  RMSEقوانین فازي تأثیر محسوسي در کاهش 

بسا با توجه به توزيع مکاني نقاط در تست ندارد و چه

(،  در نواحي که فاقد ايستگاه کنترل 2منطقه )شکل 

گیرد افزايش تعداد قوانین يابي صورت مياند و برونبوده

شود.  ارزيابي فازي منجر به نتايجي خلاف واقعیت مي

با ارائه معیارهاي  2نیز در جدول ANFISسازي نتايج مدل

هاي آموزش و تست صورت آماري براي هر دو سري داده

 گرفته است.

اي از مفروضات هريک از خلاصه 3در جدول 

 8و  7شده لیست شده است. و شکل هاي انجامسازيمدل

هاي نشانگر ارتفاع ژئوئید برآورد شده و باقیماندهبه ترتیب 

حاصل در منطقه مطالعاتي با استفاده از اين سه 

باشد. با دقت در شکل ( ميANFISو  MPRE ،ANNمدل)

توان دريافت که هر سه روش در مناطقي که مي 8

ي کافي در اختیار بوده است تغییرات منظم هاي نمونهداده

دهد. اما در رتفاع ژئوئید نشان ميو تقريباً خطي را در ا

با  ANNو  ANFISهاي ي نمونه روشنواحي خالي از داده

توجه به در نظر گرفتن ساختار غیرخطي براي مدل 

دهند که شايد کمتر تغییرات بیشتري را نشان مي

 اطمینان باشد.قابل

شده به سازي اعمالهاي مدلي آماري روشمقايسه -2جدول 

 (mmوزش و تست )تفکیک نقاط آم

 Min Max Mean RMSE 𝑅2  روش

MPRE 

train -28.4 33.9 0.0 10.7 0.9917 

Test -20.7 26.9 0.0 8.5 0.9937 

All -28.4 33.9 0.0 10.3 0.9921 

ANN 

train -22.8 24.2 0.0 8.1 0.9951 
*Val. -24.6 16.4 0.5 9.4 0.9921 

Test -19.8 20.4 0.2 8.5 0.9949 
All -24.6 24.2 0.0 8.3 0.9948 

ANFIS 

train -25.8 24.3 0.0 9.5 0.9930 

Test -26.4 12.7 0.1 7.4 0.9964 

All -26.4 24.3 0.0 9.1 0.9938 
( validationمنظور تأيید)هاي عصبي تعدادي از نقاط به* در الگوريتم آموزش شبکه

 شوند.و توقف فرآيند تکراري آموزش استفاده مي

 

شدهسازي استفادههاي مدلاي از مفروضات تکنیکخلاصه -3جدول    

 MPRE ANN ANFIS 

الگوريتم 

 آموزش
Least Square 
Adjustment 

Supervised: Levenberg-Marquardt 
algorithm 

Supervised: hybrid algorithm (gradient 
descent+ Least Square Adjustment) 

 _______ تابع

 hyperbolic tangentتابع انتقال 
sigmoid 

𝒇(𝑵𝑬𝑻) =
𝟐

(𝟏 + 𝒆𝒙𝒑 (−𝟐𝑵𝑬𝑻))
− 𝟏 

 

 Gaussian2تابع عضويت 

𝜇𝐴𝑖
(𝑥) = exp [− (

𝑥 − 𝑏𝑖

𝑎𝑖

)
2

] 

 قانون 4 گره 20يک لايه پنهان با  3ي درجه اچندجمله ساختار

 پارامتر تابع عضويت(8پارامتر روابط خطي+ 32) 20 باياس(23وزن+ 90) 83 ي(اچندجمله)ضرايب  3 تعداد پارامترها
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 MPREالف( 

 
 ANN( ب

 
 ANFIS( ج

شهر اصفهان، تقريب  شده با استفاده از ژئوئید محلي شاهین -7شکل

 ANFIS (m)ج(  ANNب( MPRE هاي الف(روش
 

 

 

 

 

 

 
 MPREالف( 

 
 ANN( ب

 
 ANFIS( ج

شده و مدل شده با هاي ارتفاع ژئوئیدهاي مشاهدهباقیمانده -8شکل

 ANFIS (m)ج( ANN ب( MPRE هاي الف(استفاده از روش

ي آنالیزي دهندهارائه 3نمودارهاي رسم شده در شکل 

هاي ژئوئید از نتايج همبستگي بین ارتفاع

ها در کلیه شده( و برآورد شده از مدلمطلوب)مشاهده

منظور آنالیز نتايج است. و به GPS/Levelingايستگاه  249

اين  30هاي ارتفاع ژئوئید در شکل ازنظر توزيع باقیمانده

صورت نمودار مستطیلي شده و بهبنديا دستههباقیمانده

اند. توزيع خطا در هر سه برحسب تعداد نقاط رسم شده

 باشد.مدل تقريباً توزيع نرمال با میانگین صفر مي
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 MPREالف( 

 
 ANN( ب

 
 ANFIS( ج

شده و مدل شده هاي ژئوئید مشاهدههمبستگي بین ارتفاع -3شکل

 ANFIS (m)ج(  ANNب( MPRE الف(هاي با استفاده از روش

 

 
 MPREالف( 

 
 ANN( ب

 
 ANFIS( ج

 ( برحسب تعداد نقاطcmهاي ارتفاع ژئوئید )توزيع باقیمانده -30شکل

 گیرییجهنتبحث و  -5

توان در دو مورد طورکلي اهداف اين پژوهش را ميبه

خلاصه کرد: تعیین ژئوئید محلي در منطقه مطالعاتي و 

خصوص سازي بههاي مدلمقايسه و ارزيابي روش

هاي استنتاج هاي عصبي مصنوعي و يا سیستمشبکه

عصبي تطبیقي. در نگاه اول دستیابي به دقت زير -فازي
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ژئوئید در منطقه مطالعاتي يک سانتیمتر براي ارتفاع 

نتیجه ي مطلوبي است که آن را از مطالعات پیشین در 

اين زمینه متمايز مي سازد. ريشه ي اين دقت در ابعاد 

کوچک منطقه مطالعاتي و تراکم ايستگاه هاي 

GPS/Leveling  است که داده هاي نمونه با کیفیتي براي

مورد اين پژوهش فراهم ساخته است. اگرچه هر سه روش 

سانتیمتر شده  3بهتر از  RMSEدقت استفاده منجر به 

در  ANFISسازي وجود برتري نتايج مدلاست بااين

( در 3394/0) و ضريب  تشخیص RMSE (mm7)هاي ترم

که اين پارامترها با ملاحظه است. درحالينقاط تست قابل

عنوان بهترين را به ANNي نقاط، مدل گرفتن کلیه در نظر

(. نتايج 2R=3348/0 و =3/8RMSEکند )رفي ميمدل مع

اين تحقیق بیانگر اين است که با انتخاب ساختاري مناسب 

ها( و يا ها و نوروني عصبي )تعداد لايهبراي شبکه

توان به هاي استنتاج فازي )تعداد قوانین فازي( ميسیستم

و  ANNطورکلي يافت.  بهگرايانه دستنتايجي دقیق و واقع

ANFIS تر از مراتب پیچیدهمدلي بهMPRE کند و ارائه مي

سازي تغییرات نامنظم ها را براي مدلاين نکته اين روش

دهد اين تفاوت شايد با پیاده سازي اين تر نشان ميمناسب

ها در منطقه اي بزرگتر با تغییرات بیشتر ارتفاع روش

 هايسازيژئوئید بهتر ديده شود. علاوه بر اين نتايج مدل

ANFIS  وANN هاي شدت وابسته به کیفیت دادهبه

مثال در مناطقي که خالي از عنوانآموزش است. به

اند نتايج غیرقابل اطمینان و شايد غیرواقعي هاي نمونهداده

و يا  ANNها در ها و نورونباشد و افزايش تعداد لايه

در اين نقاط درصد  ANFISافزايش قوانین فازي در 

ها دهد. يا به عبارتي اين روشاهش مياطمینان را ک

 يابي نخواهند داشت.کارايي مناسبي در برون

عنوان خروجي  اين سانتیمتر به3از بهتر  RMSEدقت 

شده در اغلب تحقیق بیانگر کارايي مدل ژئوئید ارائه

بسا ي مطالعاتي است و چهکاربردهاي ژئودتیک در منطقه

هاي مشابه با تراکم ادهد هاي يادشده رويکارگیري روشبه

 تر منجر به نتايج بهتري شود.زياد ولي در مناطق بزرگ
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