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سلسله هاي  مکانی تصاویر ابرطیفی با ترکیب الگوریتم - بندي طیفی طبقه   
 مبتنی بر نشانه   نه ی کم پوشاي  و جنگل مراتبی  

  2کمیل رکنی ،  1داود اکبري 

  

  فنی، دانشگاه زابل  ازدور، گروه مهندسی نقشه برداري، دانشکده استادیار سنجش   1
davoodakbari@uoz.ac.ir  

   ، دانشگاه گنبدکاووسمهندسی و فنی    استادیار سنجش ازدور، گروه مهندسی نقشه برداري، دانشکده   2
rokni@gonbad.ac.ir  

  

  ) 1401شهریور   :، تاریخ تصویب1400: بهمن (تاریخ دریافت

  

  چکیده
هاي اخیر و  ها است. پیشرفتبررسی تغییرات آن هاي زمین و بندي پوششدور ابرطیفی داراي کاربردهاي فراوان در طبقهاز آوري سنجش فن

کند. در این  بندي تصاویر ابرطیفی ایجاب میایجاد تصاویري با قدرت تفکیک مکانی بالا، لزوم استفاده توام از اطلاعات طیفی و مکانی را در طبقه
پیشنهادي ابتدا ده ویژگی مکانی، میانگین،    . در روشاست ه مکانی تصاویر ابرطیفی معرفی شد-بندي طیفیروشی جدید جهت طبقه  ،تحقیق

هاي همسایگی تصویر ابرطیفی  ، یکنواختی، همبستگی، عدم تشابه، انرژي، آنتروپی، تبدیل موجک و فیلتر گابور، از پیکسلکنتراستانحراف معیار،  
ار کاهش یافته و در ادامه به صورت موازي دو  د آمده با الگوریتم ژنتیک وزن هاي طیفی و مکانی بدستابعاد ویژگی   ،است. سپسشده استخراج  

هاي کاهش یافته اعمال و در نهایت  ) مبتنی بر نشانه بر روي ویژگی MSFپوشاي کمینه ( بندي جنگل و طبقه  مراتبیسلسله  بندي  الگوریتم قطعه
شده  هاي انجام سازي شد، نتایج بررسی پیاده ی فی ط ابر است. روش پیشنهادي بر روي دو تصویر  ده ی نتایج با قانون تصمیم راي اکثریت ترکیب گرد

دهد، که این افزایش براي تصویر  ) نشان می SVMبندي ماشین بردار پشتیبان (برتري و افزایش دقت روش پیشنهادي را نسبت به روش طبقه
Indiana Pine   درصد و براي تصویر   10حدودWashington DC Mall    باشد درصد در معیار دقت کلی می  7حدود .  

  MSF،  مراتبیسلسله  بندي  دار، قطعههاي مکانی، الگوریتم ژنتیک وزنمکانی، ویژگی-بندي طیفیطیفی، طبقهابرتصویر    واژگان کلیدي:

 .مبتنی بر نشانه

 
  نویسنده رابط 

https://dx.doi.org/10.52547/jgst.12.2.98
mailto:davoodakbari@uoz.ac.ir
mailto:rokni@gonbad.ac.ir
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  مقدمه  -1 
گذشته شاهد   ي طیفی، در دهه ابردور  از آوري سنجش فن 

بوده  چشمگیري  و  پیشرفت  طراحی  در  پیشرفت  این  است. 
هاي  سازي روش در توسعه و پیاده   ، ها و همچنین ساخت سنجنده 

می پردازش   مشهود  بسیار  توانایی   اگرچه ].  2و    1[   باشد داده 
هایی با خصوصیات طیفی، مکانی و رادیومتریکی بالا تولید داده 

شود، ولی مشکلاتی نیز ها می منجر به تجزیه و تحلیل بهتر آن 
می داده پدید  با  مقایسه  در  که  تجربه آید  چندطیفی  هاي 

  ].3جدیدي است [ 
زمین در  تحقیقات  اکثر  فنامروزه  دور  ازآوري سنجشه 

برابر معطوف  طبقه  روي  طیفی،  تصاویر  این   .استبندي 
موضوعی در مواجهه با  یا تبدیل تصاویر به نقشه  بنديطبقه

انتخاب   مطالعه،  مورد  منطقه  پیچیدگی  جمله  از  عواملی 
معرض  الگوریتم مورد استفاده، در  و  تصویر  داده، پردازش 

بندي تاثیر چالش جدي بوده و ممکن است بر موفقیت طبقه
به دلیل داشتن تعداد   یفیط ابرتصاویر    .]6و    5،  4بگذارد [

گذاري  هاي برچسبد نمونهباندهاي زیاد، داراي مشکل کمبو
ها جهت  حلبندي هستند. یکی از راهشده در فرآیند طبقه

می باندها  تعداد  کاهش  مشکل،  این  این  رفع  براي  باشد. 
هاي مختلفی مانند استخراج ویژگی و انتخاب  منظور روش

  ]. 2است [ویژگی ارائه شده
طیفی، به ابربندي تصاویر  هاي طبقهروش  ،به طور کلی

دست تقسیمدو  میه  اولبندي  دسته  هاي  روش  ،شوند. 
مبتنی بر پیکسل بوده که در آن هر پیکسل فقط    بنديطبقه

نظر گرفتن   و بدون در  طیفی خود  اطلاعات  از  با استفاده 
پیکسل در  موجود  کلاس  اطلاعات  یک  به  همسایه  هاي 

توان  ها می]. از جمله این روش7یابد [مشخص اختصاص می
الگوریتم ( به  پشتیبان  بردار  ماشین  شبکه 1SVMهاي  و   (

) اشاره کرد. دسته دوم  2MLPچند لایه (عصبی پرسپترون  
طبقهروش روشهاي  طبقهبندي،  طیفیهاي  مکانی  -بندي 

پیکسل طیفی  اطلاعات  بر  علاوه  که  اطلاعات بوده  از  ها 
 به ].  10  و  9،  8[  نمایندهاي همسایه نیز استفاده میپیکسل

 معمولا  ، ی ف ی ط ابر هاي سنجنده  بالاي  حساسیت  دلیل 

 
1 Support Vector Machines 
2 Multilayer Perceptron 
3 Morphological Profiles 
4 Opening 
5 Closing 
6 Extended Morphological Profiles  
7 Principal Component Analysis 
8 Gray Level Co-occurrence Matrix 

که   شوند می  ثبت  تصاویر  در  زیادي  ناشناخته  هاي سیگنال 
 ویژه،  به   .ندارد  وجود  ها آن  درباره  قبلی  اطلاعات  هیچگونه 

 داراي  که  هستند  اجسامی  به  مربوط  ها سیگنال  این  از  بسیاري 

 نیستند. شناسایی قابل  بصري  صورت  به و بوده  کوچکی ابعاد

رایجروش  با اهداف این شناسایی شرایط، این در  هاي 

نمایند،  می  استفاده طیفی اطلاعات  از  تنها که  بندي طبقه 
 بایستی ها پردازش ، هاآن بر  علاوه  و  نبوده  امکانپذیر معمولاً

]. در این 11گیرد [ انجام اهداف مکانی هايویژگی با لحاظ
) بندیکسون  روش  2003خصوص  همسایگی)  را    3نیمرخ 

] داد  همسایگی].  12پیشنهاد  فیلترهاي   نیمرخ  ترکیب  از 
است. اعمال روش فوق بر تشکیل یافته  5و بستن  4بازکردن 

نام   به  تصویر  مختلف  باندهاي  همسایگی روي    نیمرخ 
که ایجاد  ]. اما از آنجایی13باشد [شناخته می  6یافتهتوسعه 

همسایگی  یک  توسعه  نیمرخ  باندهاي  تمام  روي  بر  یافته 
گردد، از هاي وابسته میطیفی باعث ایجاد ویژگیابرتصویر  

طیفی قبل از اعمال  ابررو کاهش تعداد باندهاي تصویر  این
همسایگی راستا  نیمرخ  همین  در  است.  [  ،الزامی  ]  14در 

توسعه یافته بر روي چندین ویژگی   نیمرخ همسایگی روش 
مولفهبدست آنالیز  تبدیل  از  ( آمده  اصلی  که  7PCAهاي   (

باشند، پیشنهاد گردید. هانگ و داراي بیشترین واریانس می
-آمده از ماتریس هم) اطلاعات مکانی بدست2009ژانگ (

بندي داده را براي طبقه  GLCM)8(   سطح خاکستري  قوع و
شده توسط  ]. در روش پیشنهاد15[طیفی به کار گرفت  ابر

ویژگی ابتدا  ژانگ  و  بافت هانگ  ماتریس    9هاي  روي  از 
GLCM  اندازه چهار  از  استفاده  با  دوم  و  مولفه  گیري، 

استخراج    13و یکنواختی   12، آنتروپی 11کنتراست ،  10اي زاویه
ویژگی  PCAالگوریتم    ، گردید، سپس روي  بدست  بر  هاي 

هاي  اصلی به عنوان ویژگی  هايآمده اعمال گشته و مولفه
طبقه براي  احتمال   کنندهبنديورودي  انتخاب    14حداکثر 

روش از  دیگر  یکی  مکانی،  شدند.  اطلاعات  استخراج  هاي 
هایی است که در آن بر اساس ویژگی 15بندي روشهاي قطعه

(مجموعه تصویر  در  موجود  اشیاء  یکنواختی،  از  مانند  اي 
یکسان)  پیکسل ویژگی  با  می ها  [شناسایی  از 16شوند   .[

]  17[  16مراتبیسلسلهتوان به الگوریتم  ها میجمله این روش

9 Texture Features 
10 Angular Second Moment 
11 Contrast 
12 Entropy 
13 Homogeneity 
14 Maximum Likelihood 
15 Segmentation 
16 Hierarchical algorithm 

https://dx.doi.org/10.52547/jgst.12.2.98
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بندي  اشاره کرد. یک روش معمول جهت داشتن نتایج قطعه  
]، که در  18و  16است [ 1بندي مبتنی بر نشانه دقیق، قطعه

آن براي هر ناحیه مکانی از تصویر یک یا چند پیکسل به  
آمده در  هاي بدستنشانه  ،شده، سپس  عنوان نشانه انتخاب

اي مشخص  بندي رشد یافته و منجر به ناحیهفرآیند قطعه
قطعه نقشه  میدر   صورت  اولیه  تحقیقات  درشود.  بندي 

  یعنی   یکنواخت  مناطق  روي  از  عموما  هانشانه  گرفته،
  انتخاب   یکنواخت  بافت  یا  یکسان  پیکسل  مقادیر  با  مناطقی

 تصویر، هیستوگرام کمک به] 19[ در گومز]. 18[ شدندمی
.  نمود اختیار  نشانه  عنوان  به   را  یکسان   مقادیر با  هايپیکسل

و    بنديطبقه  انجام  با  همکارانش   و  لینو ابرطیفی  تصویر 
همسایگی،   عملگرهاي  کمک  به  آن  نمودن  فیلتر  سپس 

  20مناطق مکانی بزرگ را به عنوان نشانه انتخاب نمودند [
پوشاي  ) از الگوریتم جنگل2010کاران ( ]. تارابالکا و هم21و  

-بندي طیفی) مبتنی بر نشانه جهت طبقه2MSFکمینه ( 
ها با نقشه ]. آن8طیفی استفاده نمودند [ابرکانی تصاویر  م

هر  پیکسل  SVM  بنديطبقه به  بالا  تعلق  درجه  با  هایی 
منظور   این  براي  کردند.  انتخاب  نشانه  عنوان  به  را  کلاس 

روي   طبقهابتدا  برچسب  SVMبندي  نقشه  گذاري  آنالیز 
براي نواحی بزرگ   ،هاي متصل صورت گرفته، سپسمولفه

هاي با بالاترین احتمال و براي  درصد از پیکسل  p  ،ایجادشده
پیکسل کوچک  از  نواحی  بیشتر  احتمال  درجه  با  هایی 

شدحدآستانه گرفته  نظر  در  نشانه  عنوان  به  مشخص  . اي 
متشکل از سه مرحله جهت    ی) روش2015( سیلوا و پدرینی  

  روش ]. در  22پیشنهاد دادند [  طیفیابر  تصاویر  بنديبقهط 
  SVM  الگوریتم  کمک  به  طیفیابر  صویرت  ابتدا  پیشنهادي

  یک بعد به کمک تکن   يدر مرحله  ، سپس  شده  بندي طبقه
K-3(  ی گیهمسا  نیکترینزدKNN  (بالاترین  با  هايپیکسل  

در   . شوندمی   انتخاب  نشانه   عنوان   به   کلاس   یک به  درجه تعلق 
مرحله سوم  ،نهایت   هايپیکسل   روي   بر   MSFالگوریتم    ، در 
  ) 2015و همکاران ( اکبري    . گردد می   اعمال   آمده بدست   نشانه 
بندي  را در الگوریتم طبقه ابرطیفی ابعاد تصاویر کاهش تاثیر

MSF  انتخاب از بعد  و قبل  مرحله  سه مبتنی بر نشانه در 

نتایج]23[نمودند   بررسی  همزمان صورت  به  و  ها نشانه  . 

 سه هر را در بنديطبقه  دقت آمده افزایشبدست  آزمایشات

 
1 Marker 
2 Minimum Spanning Forest 
3 K-Nearest Neighbor 
4 Watershed segmentation 
5 Majority Voting 
6 Markov Random Field 

 دهد.نشان می  Indian Pines تصویر  ابعاد در  کاهش  مرحله
مکانی  -بندي طیفیجهت طبقه  )2015و همکاران (اکبري  

کمک   به  را  ابرطیفی  تصویر  ابعاد  ابتدا  ابرطیفی  تصویر 
ها از جهت انتخاب نشانه   ،سپس کاهش داده،    الگوریتم ژنتیک

بر روي   ،استفاده نمودند. در مرحله بعد   SVMبندي  نقشه طبقه
بدست نشانه  الگوریتم هاي  قطعه آمده  واترشدهاي  ، 4بندي 

قانون  در نهایت به کمک    اعمال گشته و   MSFمراتبی و  سلسله 
-طبقهبندي با نقشه  هاي قطعهنقشه  5تصمیم راي اکثریت 

همکاران گلی.  ]24[گردید  ترکیب    SVMبندي   و  پور 
مکانی جدید بر مبناي  -بندي طیفی) یک روش طبقه2015(

)  6MRF(   ف مارکو   یتصادف   دان یمو    مراتبیسلسله    بنديقطعه
نمودند  توزیع   هاآن].  25[  ارائه  برآورد  جهت  همچنین 

بندي   طبقه  دو  از  کلاس  هر  شرطی    و   SVMاحتمال 
چندجمله منطقی  کردند  )7MLR(  ايرگرسیون  .  استفاده 

در تحقیق دیگري براي انتخاب    )2016و همکاران (اکبري  
ترکیب قطعهنشانه از  واترشد و طبقهها    SVMبندي  بندي 

نمودند.   ادامه استفاده  نشانه   ،در  روي  بدست بر  آمده،  هاي 
قطعه  سلسله الگوریتم  پیادهبندي  سپسسازي  مراتبی    ، شد. 

قطعه راي  بدست   بندينقشه  تصمیم  قانون  کمک  به  آمده 
طبقه نقشه  با  گردید    SVMبندي  اکثریت  .  ]26[ترکیب 

) به2017اکبري  با  وزن)  ژنتیک  الگوریتم  و  کارگیري  دار 
طبقه  MSFالگوریتم   تبه  پرداخت    یفیط ابرصویر  بندي 

]27.[  ) همکاران  و  عمیق  2019لی  یادگیري  روش  از   (
)8DLطبقه براي  کردند )  استفاده  ابرطیفی  تصاویر  بندي 
از شاخه]28[ یادگیري عمیق یکی  یادگیري ماشین  .  هاي 

ها اي سطح بالا از دادهاست که هدف آن یاد گرفتن چکیده
مراتبی است و یک رویکرد  هاي سلسله  با استفاده از معماري

هوش   حوزه  در  گسترده  طور  به  که  است  ظهور  حال  در 
ماشینی   بینایی  و  طبیعی  زبان  پردازش  مانند  مصنوعی 

) در تحقیقی دیگر ابتدا ابعاد 2020اکبري (است.  استفاده شده
نویز  حداقل  کسر  الگوریتم  با  را  ابرطیفی  ) 9MNF(   تصویر 

  ، آنتروپی  کنتراست، پنج ویژگی مکانی    ،کاهش داده، سپس 
موجک،  10میانگین گابور   11تبدیل  فیلتر  باندهاي   12و  از 
استخراجبدست  ادامه  آمده  در  الگوریتم    ، و  کمک  به 
طبقهسلسله  به  نشانه  بر  مبتنی  ویژگیمراتبی  هاي  بندي 

7 Multinomial Logistic Regression 
8 Deep Learning 
9 Minimum Noise Fraction 
10 Mean 
11 Wavelet transform 
12 Gabor Filter 

https://dx.doi.org/10.52547/jgst.12.2.98
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نشانهحاصل  انتخاب  براي  وي  پرداخت.  نقشه  شده  از  ها 
نمود استفاده    MLPو    SVMحاصل از ترکیب دو الگوریتم  

بندي  قطعه   گرفته، الگوریتم با توجه به مطالعات صورت .  ] 29[ 
طبقه   مراتبی سلسله  الگوریتم  نشانه در  مبتنی   MSFبندي  و  بر 

بندي در تصاویر  بندي و طبقه هاي قطعه مقایسه با سایر الگوریتم 
در بین    ،همچنین.  استبه بهترین نتایج دست یافته   طیفی ابر 

دار، که در  هاي کاهش ابعاد، الگوریتم ژنتیک وزن الگوریتم
آن اطلاعاتی حذف نشده و به هر باند اطلاعاتی وزنی بین 

. در  ]27[است  دهد، به بهترین نتیجه رسیدهصفر تا یک می
عنی روش استفاده از اطلاعات مکانی، ی سه    ، مطالعات گذشته 

همسایگی  نیمرخنزدیکترین  قطعه   ها،  و  هر همسایگی  بندي، 
مکانی تصاویر ابرطیفی - بندي طیفی تنهایی جهت طبقه یک به 

فقط  به کار گرفته شده و در مورد روش نزدیکترین همسایگی 
است. حال آنکه در ها اشاره شده به تعداد محدودي از ویژگی 

بندي به نزدیکترین همسایگی و قطعه   این تحقیق از دو تکنیک 
نزدیکترین  از ده ویژگی در روش  صورت همزمان استفاده و 

در این تحقیق سعی   ،رو از این شود.   همسایگی به کارگرفته می
هاي مکانی و هاي استخراج ویژگی لحاظ تکنیک با    استشده 

تصاویر   ابعاد  الگوریتم ابر کاهش  ترکیب  با  و  هاي طیفی 
جهت   MSFو    یمراتب سلسله  جدید  روشی  نشانه  بر  مبتنی 
  ارائه شود. ی ف ی ط ابرمکانی تصاویر  -بندي طیفی طبقه 

میانگین،   مکانی  ویژگی  ده  ابتدا  پیشنهادي  روش  در 
معیار همبستگی کنتراست،  1انحراف  یکنواختی،  عدم  2،   ،

انرژي 3تشابه  از  4،  گابور  فیلتر  و  موجک  تبدیل  آنتروپی،   ،
استخراج و سپس با الگوریتم    یفیط ابرباندهاي اولیه تصویر  

.  شدهاي طیفی و مکانی بهینه انتخاب  دار ویژگیژنتیک وزن
بندي  و طبقه  مراتبیسلسلهبندي در ادامه دو الگوریتم قطعه

MSF  ها  سازي و در انتمبتنی بر نشانه به صورت موازي پیاده
  .دیگردترکیب  ها با قانون تصمیم راي اکثریتنتایج آن

 ق یتحق  ينظر   ی مبان   -2

معرف  نیا  در به  استخراج    یمکان  يهایژگیو  یبخش 
سلسله   ي بندقطعه  تمیالگور  دار،وزن  کی ژنت  تم یالگور  ،شده

  . شدپرداخته  MSF يبندطبقه تمیالگور ،مراتبی
  

 
1 Standard deviation 
2 Correlation 

 ی مکان يهایویژگ  -1-2

هاي تصویر به  توان از پیکسل مختلفی را می هاي  ویژگی 
ها جهت انجام  هاي پیکسل پایه استخراج و از آن عنوان داده 

شده  ]. از بین ده ویژگی انتخاب 4بندي استفاده نمود [طبقه
تحقیق این  معیار،    ، در  انحراف  میانگین،  ویژگی  هشت 

، یکنواختی، همبستگی، عدم تشابه، انرژي، آنتروپی،   کنتراست
ماتریس  از   که    GLCMروي  آنجایی  از  گردید.  محاسبه 

GLCM    و پارامتر میانگین  دو  است،  ماتریس دوبعدي  یک 
ها)  انحراف معیار در دو جهت افقی و عمودي (سطرها و ستون 

گیري کمی  براي اندازه   کنتراست ]. پارامتر  30[  محاسبه شد 
اختلاف شباهت  یا  پیکسل ها  پیشنهاد  هاي  همجوار  هاي 

  GLCM]. هر چقدر که عناصر اطراف قطر اصلی  4[  استشده 
باشند روشنایی نشان   ، بیشتر  درجه  که  است  این  دهنده 

در پیکسل  دارند،  هم  با  را  بیشتري  شباهت  همجوار  هاي 
اصلی حالی  قطر  از  ماتریس  صفر  غیر  عناصر  اگر  فاصله    که 

دهند.  هاي همجوار اختلاف زیادي را نشان میبگیرند، پیکسل 
المان  پراکندگی  میزان  یکنواختی  را    GLSMهاي  پارامتر 

می نشان  آن  قطري  عناصر  به  پارامتر  15[  دهدنسبت   .[
با    کننده میزان همبستگی بین یک پیکسلهمبستگی بیان

]. پارامتر عدم  30[  هاي خود در کل تصویر استهمسایگی 
بوده و به صورت تغییر جفت مقادیر    کنتراست تشابه مشابه  

می  خاکستري تصویرتعریف  در  در  که  تفاوت  این  با  شود 
].  4[ نمایند، مقادیر وزن به صورت مربعی رشد میکنتراست

انرژي، مجموع مربعات مقادیر ماتریس   از پارامتر  با استفاده 
GLCM  نظمی بی   پارامتر آنتروپی میزان ].  4[  شود محاسبه می

اندازه را  تصویر  یک  در  می موجود  ایگیري  اعمال  با  ن  کند، 
می  مقادیر  پارامتر  حاصلضرب  مجموع  در    GLCMتوان  را 

) این هشت ویژگی  1]. جدول (15[  لگاریتم آن محاسبه نمود 
  دهد. ها نشان میرا به همراه روابط ریاضی آن 

بیان  جهت  دیگر  روشی  مکان  حوزه  کردن فیلترهاي 
هاي مکانی با هاي بافت است که در آن معرفی وابستگی ویژگی 
]. در تبدیل موجک، به جاي 31شود [فوریه انجام می تحلیل  

استفاده از توابع سینوسی و کسینوسی مانند تبدیل فوریه، از 
موجک استفاده می  نام  به  شود که در طول سیگنال، توابعی 

شود جا شدن، فشرده و باز میجا شده و نیز در طی جابهجابه 

3 Dissimilarity 
4 Energy  
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را در می و بدین    تابع نوردد. هنگام ترتیب، کل سیگنال  ی که 
  ]. 32هسته گوسی باشد، تبدیل یک تبدیل گابور خواهد بود [

) نشان 2ها در جدول (ها به همراه روابط ریاضی آن این ویژگی 
  .است داده شده 

   
  هاو روابط ریاضی آن GLCM آمده از ماتریسهاي مکانی بدست ویژگی  -1جدول  

  توضیحات   روابط ریاضی   هاي مکانی ویژگی 

  ] 30میانگین [
୶ߤ =  

∑ (x − N୶)ଶ୶

M
 

୷ߤ =  
∑ ൫y − N୷൯

ଶ
୷

M
 

N୶  ها در سطر مجموع تعداد پیکسلx  ،N୷  مجموع
  yها در ستون تعداد پیکسل

M  ها تعداد کل زوج پیکسل  

  ] 30انحراف معیار [
Sd୶ = ඨ

∑ (x − N୶)ଶ୶

M
−  ௫ଶߤ

Sd୷ = ඨ∑ ൫y − N୷൯
ଶ

୷

M
−  ௬ଶߤ

  میانگین در جهت سطرها  ୶ߤ
  هامیانگین در جهت ستون  ୷ߤ

C  ] 4[ کنتراست = ෍෍(x − y)ଶPୢ (x, y)
୷୶

   

H  ] 15یکنواختی [ = ෍෍
Pୢ (x, y)

1 + |x − y|
୷୶

   

Co  ] 30همبستگی [ =
1

σ୶σ୷
෍෍(x − μ୶)(y − μ୷)Pୢ (x, y)

୷୶

 

μ୶ ،μ୷ ،σ୶  وσ୷    ୢܲبه ترتیب متوسط و واریانس (x)  
ୢܲو  (y)  

ܲୢ (x) = ෍ Pୢ (x, y)
୷

 

ܲୢ (y) = ෍ Pୢ (x, y)
୶

 

Dis  ] 4تشابه [ عدم  = ෍෍ |x − y|Pୢ (x, y)
୷୶

   

SM  ] 4انرژي [  = ෍෍ Pୢ (x, y)ଶ
୷୶

   

E  ] 15آنتروپی [  = −෍෍ Pୢ (x, y)logPୢ (x, y)
୷୶

   

  
  ها آمده از فیلترهاي حوزه مکان و روابط ریاضی آنهاي مکانی بدست ویژگی  -2جدول  

  توضیحات   روابط ریاضی   هاي مکانی ویژگی 

(ܾ,ܽ)ట௙(ܹ)  ] 31تبدیل موجک [ =< ௔߰,(ݔ)݂ ,௕(ݔ) >= න݂(ݔ)߰௔,௕(ݔ)݀ݔ 

߰௔,௕(ݔ) = |ܽ|ି
ଵ
ଶ߰(

ݔ − ܾ
ܽ

) 

න߰(ݐ)݀ݔ = 0 
a و b  به ترتیب منطقه فرکانس و

  زمان سیگنال 

  ] 32فیلتر گابور [
௠݂௡
௥௘௔௟(ݕ,ݔ) =

1
௠ଶߪߨ2

exp {−
ଶݔ + ଶݕ

௠ଶߪ2
} × cos (2ݑ)ߨ௠ߠݏ݋ܿݔ௡ +  ((௡ߠ݊݅ݏݕ௠ݑ

௠݂௡
௜௠௔௚(ݕ,ݔ) =

1
௠ଶߪߨ2

exp ቊ−
ଶݔ + ଶݕ

௠ଶߪ2
ቋ × sin൫2ݑ)ߨ௠ߠݏ݋ܿݔ௡ +  ௡)൯ߠ݊݅ݏݕ௠ݑ

m و n  هاي مقیاس  به ترتیب شاخص
  و جهت 

  فرکانس مرکزي مقیاس  ௠ݑ
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 دار نوز ک یژنت تمیالگور  -2-2

ژنتیک جزء    الگوریتم  فرا  بهینه  يهاکی تکنکه  سازي 
است   تکاملی هايالگوریتم  نوع  ترینمتداول  ،باشدمی يابتکار

اي تکراري  رویه نداشته و داراي  وجود آن براي واحدي  رویه  که 
 افراد   از  کیالگوریتم (نسل)، هر   تکرار  بار  هر  طی  است. در 

در  مرتب  شایستگی  میزان اساس بر فعلی  جمعیت موجود 

 و  2تقاطع  ،1انتخاب  ژنتیک  عملگرهاي  از  استفاده  با  و شده 
این می  تولید  ها حل راه  از  جدیدي  جمعیت  ، 3جهش  گردد. 

].  33یابد [می  ادامه  الگوریتم  خاتمه  شرط  برقراري  زمان  تا  رویه 
الگوریتم  نام   به  رشته  یک  توسط  حل راه هر  ژنتیک  در 

است داده  نمایش  کروموزوم  لازم  و   براي  هدف  تابع شده 

و    33گردد [ تعریف  بهینه،  سمت جواب  به  الگوریتم  هدایت 
  ر ی مقاد  يهر کروموزوم دارا  ک، یژنت  ينریبا تم یدر الگور  ]. 34

حال  کی در  است،  صفر  الگور ی و  در  دار،  وزن  ک یژنت  تمیکه 
از پارامتر   این تحقیق  در   .است   کی  و  صفر  نی ب  یوزن  ری مقاد

کاپا  ارزش  MLPبندي  طبقه  4ضریب  تعیین  هر   جهت 
 براي   5رولت  چرخ  روش  از   ،همچنین   .شد استفاده   کرومزوم 

 احتمال   روش  این  در .  استشده  استفاده  انتخاب  عملگر 

  باشد می  آن  شایستگی   مقدار با متناسب  کرومزوم هر انتخاب
 جهش  عملگر  نیز  و  6برش  نقطه یک  با  تقاطع  عملگر  از  .] 34[

  .د ی گرد استفاده  محلی  هاي بهینه  انتخاب از  جلوگیري  جهت 
 در  پویا  شرط  بصورت  تحقیق این در  توقف شرط  ،همچنین 

 تابع  میزان  در  بهبودي  اگر که  صورت   بدین  شد،  گرفته  نظر 

 گرفته  نظر  در  نسل  صد  که  مشخص  تکرار   از  قبل  تا  هدف 

 غیر  در  و شود می  متوقف  الگوریتم  ندهد،   رخ است شده 

  .یابد می ادامه  صدم  نسل  تا   تکرار اینصورت 

 مراتبی سلسله الگوریتم  -3-2

و    مراتبیسلسلهالگوریتم   ناحیه  رشد  روش  بر  مبتنی 
] و امکان ترکیب نواحی مکانی  17بوده [  سازي هرمیبهینه

سازد.  فراهم می    ௪௚௛௧ܵ  غیرمجاور را به وسیله پارامتر ورودي 
بندي طیفی را در مقابل اهمیت نسبی خوشه ௪௚௛௧ܵ پارامتر

௪௚௛௧ܵدهد. براي  رشد ناحیه نشان می = سلسله الگوریتم    0
کند  فقط نواحی مکانی مجاور را با یکدیگر ترکیب می  مراتبی

 
1 Select   
2 Crossover 
3 Mutation   
4 Kappa Coefficient 
5 Roulette Wheel  

௪௚௛௧ܵو براي   = نواحی مجاور و غیر مجاور داراي وزن      1
 ௪௚௛௧ܵباشند و در نهایت براي مقادیر  یکسانی در ترکیب می

بین صفر و یک، ترکیب نواحی مجاور در مقایسه با نواحی  
ଵ  غیرمجاور داراي برتري

ௌೢ೒೓೟
الگوریتم    ،طور کلیباشد. بهمی  

  ]: 17شود [شامل مراحل زیر می  مراتبیسلسله 
بندي با تخصیص برچسب یک ناحیه مجزا  شروع قطعه )  1

اگر قطعه  هر پیکسل.  باشد  براي  داشته  وجود  قبل  از  بندي 
 توان برچسب هر پیکسل را بر اساس آن انجام داد.   می

از )  2 هر جفت  براي  تشابه  عدم  معیار  مقدار  محاسبه 
௪௚௛௧ܵنواحی مکانی مجاور (  = 0(  

پیدا کردن جفت نواحی مجاور با کوچکترین مقدار  )  3
  هاترکیب آن معیار عدم تشابه و

پارامتر  )  4 ௪௚௛௧ܵاگر  > جفت   ، باشد   0 غیر همه  نواحی 
یا مساوي حاصلضرب  با مقدار معیار عدم تشابه کمتر  مجاور 

ܵ௪௚௛௧   نواحی در کوچکترین مقدار معیار عدم تشابه براي جفت
 گردد.مجاور، ترکیب می 

ترکیب دیگري نیاز نباشد،  پایان مراحل، درصورتی که  )  5
 شود. به بعد تکرار می 2در غیر این صورت مراحل 

جهت محاسبه عدم تشابه در الگوریتم   ، لازم به ذکر است
نرم گیري اندازه   مراتبیسلسله  مانند  مختلفی  ، 7بردار   هاي 
) و دیورژانس اطلاعات طیفی  8SAMگیري زاویه طیفی ( اندازه

)9SID  این الگوریتم    ،گیرد. همچنیناستفاده قرار می ) مورد
انتخاب سطح مناسبی از جزئیات در نقشه    برايداراي انعطاف  

ترکیب نواحی غیر مجاور نیاز به    ، هر چند  است،بندي  قطعه 
این رو جهت کاهش محاسبات،   از  بالایی داشته،  محاسبات 

الگوریتم   صورت  به  آن  از  بازگشتی    مراتبی سلسله تخمینی 
)10HSEGRشود. ) به کار گرفته می  

 MSFالگوریتم  -4-2

هر پیکسل به صورت یک راس از گراف    ، MSFدر الگوریتم  
ܩ = ترتیب مجموعه رئوس و   Eو    Vکه در آن    (ܧ,ܸ) به 

طوري که هر شود، به هاي گراف هستند، در نظر گرفته مییال 
௜,௝݁یال   ∈ همسایگی را هاي  مربوط به پیکسل   jو    iدو راس    ܧ

  ௜,௝ݓداراي وزن    ௜,௝݁کند. علاوه بر این، هر یالهم وصل می به 
می  مربوطه  رئوس  تشابه  عدم  بیانگر  که  این بوده  در  باشد. 

6 Cut-off Point 
7 Vector Norms 
8 Spectral Angle Measure 
9 Spectral Information Divergence 
10 Recursive HSEG 
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اندازه   ، تحقیق    و  همسایگی  راس  هشت  تشابه از  عدم  گیري 
SAM  8ها، استفاده شد [جهت محاسبه وزن یال.[  

ܩنظر گرفتن گراف    با در = ܶپوشا     خت ، در (ܧ,ܸ) =

்ܧ   عبارت است از گرافی متصل و بدون چرخش با   (்ܧ,ܸ) ⊂

ܨو جنگل پوشا    ܧ = گرافی منفصل و بدون چرخش   (ிܧ,ܸ)
ிܧبا   ⊂ پوشاي مینیمم به  درخت  ، ]. همچنین8باشد [می  ܧ

پوشا   درخت  ∗ܶ صورت  = به (∗்ܧ,ܸ) مجموع ،  که  طوري 
  ).1گردد (رابطه تعریف می   ، هاي آن کمترین باشد وزن یال 

)1(         ܶ∗ ∈ ௌ்{෍∋்݊݅݉݃ݎܽ ௜,௝ݓ
௘೔,ೕ∈ா೅

} 

هاي پوشا گراف  مجموعه تمام درخت ST)، 1در رابطه (
G باشد. می  

,ଵݐ}راس مجزا    mروي    MSFاز طرف دیگر   … , شامل    {௠ݐ
∗ܨ   پیدا کردن جنگل پوشا = که هر  بوده به طوري(∗ிܧ,ܸ)

مجزا   ریشه  ∗ܨدرخت  از  وزن    ௜ݐ،  مجموع  و  یافته  رشد 
  ). 2هاي آن کمترین است (رابطه یال

∗ܨ  ) 2( ∈ ி∈ௌி{෍݊݅݉݃ݎܽ ௜,௝ݓ
௘೔,ೕ∈ாಷ

} 

رشد     Gهاي پوشامجموعه تمام جنگل  SF)،  2در رابطه (
,ଵݐ}هاي یافته روي ریشه … ,   باشد.می {௠ݐ

 روش پیشنهادي   -3

مکانی پیشنهادي  - بندي طیفی مراحل روش طبقه )  1شکل ( 
می  نشان  می   دهد. را  ملاحظه  که  روش  همانطوري  در  گردد 

معیار،   انحراف  میانگین،  مکانی  ویژگی  ده  ابتدا  پیشنهادي 
انرژي، آنتروپی،  کنتراست  ، یکنواختی، همبستگی، عدم تشابه، 

هاي  تبدیل موجک و فیلتر گابور از اطلاعات همسایگی پیکسل 
هاي طیفی و مکانی  پس، ویژگیس    ر، استخراج گردید. تصوی 

وزنبدست ژنتیک  الگوریتم  بکارگیري  با  کاهش آمده  دار 
بعدمی مرحله  در  ویژگی  ،یابد.  روي  کاهشبر  یافته، هاي 

  MSFبندي و طبقه مراتبیسلسله بندي هاي قطعهالگوریتم
 مراتبیسلسله شود. خروجی الگوریتم  مبتنی بر نشانه اعمال می 

اي از بندي، به صورت مجموعه هاي قطعه برخلاف اکثر الگوریتم 

مختلف بندي قطعه  سطوح  در  با   ها  باید  که  بوده  جزئیات 
سازي، خروجی بهینه را  هاي بهینهاستفاده از یکی از روش
  نقشه  ،با قانون تصمیم راي اکثریت ،انتخاب نمود. در نهایت

مبتنی بر    MSFبنديبقهنقشه ط با  مراتبیسلسله بندي قطعه
مطابق   ،گردد. در قانون تصمیم راي اکثریت نشانه ترکیب می 

) قطعه 2شکل  نقشه  در  هر شی  اکثر )  که  کلاسی  به  بندي 
  .یابدبندي دارند، اختصاص می هاي آن در نقشه طبقه پیکسل 

  ارزیابی نتایج   -4

 هاي ابرطیفی مورد استفادهداده -1-4

براي   تحقیق،  این  روش در  دو    ارزیابی  از  پیشنهادي 
ابرطیفی     Washington DC Mallو    Indiana Pineتصویر 

بنچ تصاویر  در حوزه سنجشکه جزء  ابرطیفی  ازمارك  دور 
تصویر   شد.  استفاده  منطقه  Indiana Pineبوده،  یک  از   ،

 AVIRISکشاورزي در شمال غربی ایندیانا توسط سنجنده 
است  اخذ شده  1992سال متر در    20با توان تفکیک مکانی  

نانومتر در   10باند طیفی با پهناي   220]. تصویر داراي  35[
) ترکیب 3(  میکرومتر است. شکل  2/ 5تا    0/ 4  محدوده طیفی

را نشان   Indiana Pineرنگی و نقشه واقعیت زمینی تصویر  
تصویر شامل    ، گردددهد، همانطور که ملاحظه میمی این 
،  Washington DC Mallده  داباشد. مجموعهکلاس می  16

متر اخذ    3با توان تفکیک مکانی    HYDICEتوسط سنجنده  
کلاس سایه، درخت،    7]. تصویر فوق داراي  36است [شده

پیاده بام و  بوده و شاملچمنزار، آب، جاده، پشت    210رو 
باشد. ترکیب میکرومتر می  4/2تا    4/0باند در محدوده طیفی

نق همراه  به  تصویر  این  از  در  رنگی  آن  زمینی  واقعیت  شه 
  است. ) نشان داده شده4شکل ( 

شده در هر تصویر متناسب با نوع و هاي مشخصکلاس
می تصویر  آن  در  موجود  از  عوارض  یک  هر  براي  باشد. 

ها در هر دو داده تصویري، به صورت تصادفی حدود  کلاس
شده را به عنوان داده  گذاريهاي برچسبدرصد از نمونه 10

درصد را به عنوان    90ها یعنی حدود  ابقی آنآموزشی و م
 داده تست انتخاب نمودیم. 
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  مراحل روش پیشنهادي  -1شکل 

  

  
  بندي شدهقانون تصمیم راي اکثریت در نواحی قطعهمثالی از  -2شکل 

  

    

  

 ذرت کشت نشده  

  ذرت کشت شده   
   ذرت  
  سویا کشت نشده   

  سویا کشت شده   
  سویا تمیز شده    
  یونجه   
  چمنزار  

   
 درخت  

  مرتع  
  علف خشک   

  جو   
  گندم   

  چوب  
  علفزار  
  سنگ    

  (ج)   (ب)  (الف) 
  کیفی(ج) راهنما - (ب) نقشه واقعیت زمینی به منظور ارزیابی کمی Indiana Pineکاذب تصویر  -(الف) ترکیب رنگی  -3شکل 
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 سایه     

  درخت   
  چمنزار   
  آب   

  جاده   
  پشت بام   
  پیاده رو   

  (ج)   (ب)  (الف) 
  کیفی(ج) راهنما - (ب) نقشه واقعیت زمینی به منظور ارزیابی کمی Washington DC Mall کاذب تصویر -(الف) ترکیب رنگی  -4شکل 

  

  نتایج و بحث  -2-4

دار، گرفته براي الگوریتم ژنتیک وزن هاي صورت در آزمون 
ژن کرومزوم  داراي  تصویر  برابرهایی  ها  باندهاي  تعداد   و  با 

شده،    ی مکان  ي ها ی ژگ ی و  تصویر   ي براژن    230استخراج 
Indiana Pine    ر ی تصو   يژن برا  220و  Washington DC Mall ،  

میزان نرخ تقاطع و جهش به ترتیب   ،ها باشند. در این آزمون می 
 ایجاد  براي   ، شد. همچنین در نظر گرفته   05/0و    5/0برابر با  

 جمعیت  اندازه  زمان محاسبات،  و  دقت  پارامتر  دو  بین  تناسب 

 گرفته  نظر  در  100توقف  براي  تعداد تکرار  حداکثر  و   30یه اول 

 این به  توجه  با   ،طیفی ابر عمل براي هر دو تصویر   در  البته  شد. 
 پروسه  است، گردیده  الگوریتم استفاده  توقف  براي  فعال  شرط  که 

 وضعیت  به  الگوریتم  آن  از  قبل  و  نرسیده   100 مرحله  به  تکرار 

  شود. می  متوقف  رسیده و  پایدار 
ها از مبتنی بر نشانه، براي انتخاب نشانه   MSFدر الگوریتم  

استفاده  1و کرنل پایه شعاعی گوسین SVMبندي نقشه طبقه 
) در ߛ) و کرنل گوسین (C(   2]. مقادیر دو پارامتر تنبیه37شد [ 

تعیین گردید.  3متقابل یاعتبارسنج با تکنیک  SVMالگوریتم  
تصویر به  براي  فوق  پارامترهاي  نهایی  مقادیر  که  طوري 

Indiana Pine    با تصویر   ߛ=0/ 2و    =108Cبرابر  و 
Washington DC Mall    88برابر باC=    بدست آمد. ߛ =01/0و

برچسب   ، سپس مولفه آنالیز  اساس  گذاري  بر  متصل   8هاي 
نقشه  روي  بر  همسایگی  انجام    SVMبندي  طبقه  پیکسل 

از   بیشتر  با  نواحی  براي  و  از   5پیکسل،    20گرفت  درصد 
هاي با بیشترین احتمال تعلق به یک کلاس به عنوان  پیکسل
یعنی  پیکسل کوچک  نواحی  براي  شد.  انتخاب  نشانه  هاي 

هاي با درجه احتمال بیشتر از  پیکسل، پیکسل  20کمتر از  
انتخاب گریک حدآستانه به عنوان پیکسل دید.  هاي نشانه 

 
1 Gaussian Radial Basis Kernel  
2 Penalty parameter 
3 Cross validation 

درصد  2احتمال در بین  حد آستانه انتخابی برابر با کمترین  
هاي ]. در آزمون 38باشد [از بیشترین احتمالات کل تصویر می 

، به دلیل پیچیدگی  مراتبیسلسله گرفته براي الگوریتم صورت 
  مناطق شهري تصاویر ابرطیفی مورد استفاده، مقدار پارامتر 

ܵ௪௚௛௧    بندي  طبقه  ]. روش 16گرفته شد [در نظر    0/ 2برابر با
بیان الگوریتمپیشنهادي  با  ،  SVM  ،MLPهاي  شده، 

DL،MSF     نشانه بر  سلسله  مبتنی  توسعهو  یافته مراتبی 
لایه    3با    MLPبندي  مقایسه گردید. الگوریتم طبقه  ]29[

سازي شده باشد، پیادهنورون می  8و    6،  5پنهان که شامل  
به منظور   ،همچنین. تکرار انجام گرفت 500و ارزیابی آن با 

هاي صورت گرفته، ابتدا ماتریس خطا را  ارزیابی دقت آزمون
پارامترهاي    ، با لحاظ داده واقعیت زمینی تشکیل داده، سپس

کلی  (OA(  4دقت  کاپا  ضریب   ،(Kتولید دقت  و   5کننده ) 
از آماره   ،همچنین].  8مربوط به هر کلاس استخراج گردید [

Zارز جهت  سایر  ،  با  پیشنهادي  روش  بین  تفاوت  یابی 
  .]39[بندي استفاده شد هاي طبقهروش

a یفیطبرا) تصویر Indiana Pine  

بندي حاصل از به کارگیري  هاي طبقه) نقشه5شکل (
  SVM  ،MLP  ،DL،MSFهاي  پیشنهادي و الگوریتم  روش

دهد.  را نشان مییافته  مراتبی توسعه و سلسلهمبتنی بر نشانه  
می   همانطوري ملاحظه  نقشهکه  روش    گردد،  از  حاصل 

الگوریتم سایر  با  مقایسه  در  مناطق  پیشنهادي  شامل  ها 
مقادیر پارامترهاي  )  6و شکل ()  3جدول (  تري است.ت یکنواخ 

نقشه  طبقهدقت  بدستهاي  ابندي  تصویر  از  طیفی  برآمده 
Indiana Pine دهد. را نشان می

4 Overall Accuracy 
5 Producer Accuracy 

https://dx.doi.org/10.52547/jgst.12.2.98
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  (ج)   (ب)  (الف) 

      
  )ر(  ) و(  (د) 

) الگوریتم  و مبتنی بر نشانه ( MSFالگوریتم  (د) DL(ج) الگوریتم  MLP(ب) الگوریتم  SVMبندي حاصل از (الف) الگوریتم هاي طبقهنقشه -5 شکل
  روش پیشنهاديمراتبی توسعه یافته و (ر) سلسله 

  
   Indiana Pineطیفی برگرفته براي تصویر اهاي صورت مقادیر پارامترهاي دقت آزمون  -3  جدول

  SVM  MLP  DL  
MSF  مبتنی بر

  نشانه 
مراتبی  سلسله 

  روش پیشنهادي   توسعه یافته 

OA  8/84  8/85  8/90  6/88  5/94  0/95  
K  6/82  7/83  3/89  2/86  3/92  2/94  

  5/93  8/91  8/88  8/90  4/80  0/87  نشده ذرت کشت 
  6/92  4/91  3/90  1/91  5/83  1/84  شده ذرت کشت 
  0/93  0/93  7/83  3/86  8/79  9/77  ذرت 

  4/92  6/92  9/90  5/93  8/92  4/89  نشده کشت سویا 
  3/98  1/97  0/94  2/96  0/95  0/94  شده سویا کشت 

  6/99  4/98  2/97  9/96  7/96  6/95  سویا تمیز شده 
  9/95  0/96  1/96  4/96  9/92  9/92  یونجه 
  100  9/99  4/99  2/99  5/97  4/99  چمنزار
  0/88  2/88  0/82  4/84  0/65  0/65  درخت 
  5/98  5/98  7/94  2/95  3/84  7/80  مرتع 

  0/91  8/91  9/90  2/90  2/73  8/70  علف خشک 
  1/98  7/97  0/94  0/94  5/87  5/87  جو 

  5/99  2/99  8/98  2/99  5/99  5/98  گندم
  0/94  1/93  1/89  9/91  8/85  6/86  چوب 
  1/97  8/96  4/92  9/90  3/80  8/79  علفزار
  8/97  6/97  8/97  7/97  8/97  8/97  سنگ 

https://dx.doi.org/10.52547/jgst.12.2.98
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 مختلف   يبندطبقه يها تمیالگور يبرا کاپا  بیضر و یکل  دقت مقادیر -6 شکل

  
به ترتیب روش پیشنهادي    ، شودهمانطور که ملاحظه می 

درصدي پارامتر ضریب کاپا   8و    11،  12باعث افزایش حدود  
مبتنی بر    SVM  ،MLP  ،DL  ،MSFهاي  نسبت به الگوریتم 

دقت    ،است. همچنین شده  یافتهمراتبی توسعه و سلسله نشانه  
جز کلاس درخت توسط روش پیشنهادي  ها به همه کلاس

بالاي   رسیده  90به  افزایشدرصد  این  دلیل  دقت    ،است. 
می پیشنهادي  نزدیکترین  روش  اطلاعات  از  استفاده  تواند 

  باشد. همسایگی، کاهش ابعاد و قانون تصمیم راي اکثریت  
(   در مولد    مقادیر  ،)3جدول    روش   در  هاکلاس  همه دقت 

کلاس  به  پیشنهادي  یونجه  و  نشده  کشت  سویا  يهاجزء 
نشده و  کشت  يهاي سویا. در مورد کلاساستافتهی  افزایش
  پیچیدگی   و  کم  تعداد  دلیل   به  تواندمی  کاهش  این  ،یونجه

  باشد. هاآن هايیکسلپ  یفیط 

b (یفیطبرتصویر ا Washington DC Mall  

 ) نقشه 7شکل  طبقه)  ا هاي  تصویر  براي  را   یفی ط بربندي 
Washington DC Mall   دهد. همانطوري که ملاحظه نشان می

ها روش پیشنهادي در مقایسه با سایر الگوریتم   گردد، نقشه می 
است.  کمتري  نویز  (  داراي  ()  4جدول  شکل  مقادیر )  8و 

نقشه  دقت  بدست طبقه هاي  پارامترهاي  تصویر بندي  از  آمده 
می  Washington DC Mallطیفی  بر ا  نشان  این را  در  دهد. 

است. این تصویر نیز روش پیشنهادي باعث افزایش دقت شده 

میزان   به  کاپا  پارامتر ضریب  به   5و    9،  6افزایش در  درصد 
الگوریتم  به  نسبت    SVM  ،MLP  ،DL  ،MSFهاي  ترتیب 

است. پایین بودن راتبی توسعه یافته م و سلسله مبتنی بر نشانه  
تصویر   در  دلیل می   Washington DC Mallدقت  به  تواند 

 باشد.  Indiana Pineپیچیدگی این تصویر در مقایسه با تصویر  
 تمامی مولد دقت ،) مشخص است 4که از جدول (  همانطوري 

 معناداري  طور   به   یشنهادي در روش پ   آب   کلاس   جزبه ها  کلاس 
 به  تواند . این کاهش دقت در کلاس آب می ستا یافته   یشافزا 

  .باشد   تصویر   در  آن   کم   تراکم   و  بالا   پراکندگی  دلیل 
  علاوه بر معیارهاي ذکرشده، معیار سوم دقت، یعنی آماره 

Z براي روش پیشنهادي و  ، براي مقایسه ماتریس هاي خطا 
) نتایج این آزمون  5شود. جدول (روش هاي دیگر استفاده می

می نشان  می را  ملاحظه  که  همانطور  روش  دهد.  شود، 
روش با  مقایسه  در  توجهی  قابل  طور  به  هاي  پیشنهادي 

  .متفاوت است  بندي دیگر براي هر دو مجموعه دادهطبقه 
  ي بندطبقه  يهاتمیالگور  ياجرا  زمان  مدت)  6(  جدول

  که   همانطور.  دهدیم  نشان  را  قیتحق  نیا  در  استفاده  مورد
و    SVM  تم یزمان مربوط به الگور  نیکمتر  ،شودی م  ملاحظه

ابر   ریتصو  دو   در  يشنهادیپ   روشزمان مربوط به    نیشتریب
به ذکر استباشدیمورد استفاده م  یفیط  در روش   ،. لازم 

دار زمان زیادي را به  پیشنهادي اجراي الگوریتم ژنتیک وزن
  دهد.خود اختصاص می
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  (ب)  (الف) 

    
  (د)   (ج) 

    
  )ر(  ) و(

) و مبتنی بر نشانه ( MSFالگوریتم  (د) DL(ج) الگوریتم  MLP(ب) الگوریتم  SVMبندي حاصل از (الف) الگوریتم هاي طبقهنقشه -7 شکل
  روش پیشنهادي مراتبی توسعه یافته و (ر) سلسله الگوریتم 

  
  

    Washington DC Mallطیفی برگرفته براي تصویر اهاي صورت مقادیر پارامترهاي دقت آزمون  -4  جدول

  SVM  MLP  DL  MSF  مبتنی بر
  نشانه 

مراتبی  سلسله 
  روش پیشنهادي   یافته توسعه 

OA  9/85  6/85  8/86  0/87  6/92  0/93  

K  1/82  0/79  9/81  0/83  0/88  0/88  

  8/96  6/96  6/94  5/94  9/93  5/94  سایه 

  8/94  3/93  0/92  7/89  6/78  4/81  درخت 

  1/92  4/91  6/85  9/83  3/80  8/80  چمنزار

  2/86  1/86  7/86  7/86  9/85  0/86  آب 

  7/96  2/96  2/90  7/89  7/96  7/92  جاده 

  0/93  4/92  0/87  6/86  6/85  9/85  پشت بام 

  0/88  7/88  0/82  1/82  0/79  7/81  رو پیاده
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 مختلف  يبندطبقه يهاتم یالگور يبرا کاپا بیضر و یکل دقت مقادیر -8 شکل

  
  هاي مختلف هاي خطا براي مجموعه دادهنتایج تحلیل کاپا براي مقایسه زوجی ماتریس  -5  جدول

  Zآماره   مقایسه زوجی   ي تصویر داده 

Indiana Pine  

  SVM  02 /9روش پیشنهادي و 
  MLP  06/8روش پیشنهادي و 
  DL 18 /4 روش پیشنهادي و

  22/6  بر نشانه  یمبتن MSFروش پیشنهادي و 
  0/ 31  مراتبی توسعه یافته روش پیشنهادي و سلسله 

Washington DC Mall  

  SVM  36/6روش پیشنهادي و 
  MLP  70 /8روش پیشنهادي و 

  DL  26/5 پیشنهادي وروش 
  5/ 11  بر نشانه  یمبتن MSFروش پیشنهادي و 

  0/ 27  مراتبی توسعه یافته روش پیشنهادي و سلسله 
  

  . )باشندیم هیثان برحسب(اعداد   یفیابرط ریتصو دومورد استفاده در  يبندطبقه يهاتم یالگور ياجرا زمان مدت  -6 جدول

  SVM  MLP  DL  ي ر یتصو داده
MSF بر  یمبتن

  نشانه 
مراتبی  سلسله 

  ي شنهاد یروش پ  توسعه یافته 

Indiana Pine  58  102  114  248  368  408  
Washington DC Mall  34  84  99  152  255  372  

 
  گیري نتیجه  -5

تحقیق این  طبقه   ، در  جهت  جدید  طیفی روشی  -بندي 
گردید. در روش پیشنهادي سه طیفی معرفی  بر مکانی تصاویر ا

ها، کاهش ابعاد و قانون فاکتور اطلاعات نزدیکترین همسایگی 
الگوریتم  مورد  در  اکثریت  راي  و   مراتبیسلسله هاي  تصمیم 

MSF   مبتنی بر نشانه به کار گرفته شد. در روش پیشنهادي
ویژگی معیار،    ده  انحراف  یکنواختی، کنتراستمیانگین،   ،

ه، انرژي، آنتروپی، تبدیل موجک و فیلتر همبستگی، عدم تشاب 
همسایگی  نزدیکترین  اطلاعات  عنوان  به  تصویر گابور  از  ها 

سپس  یف ی ط بر ا  گردید.  استخراج  از   ،اولیه  بعد  مرحله  در 
وزن  ژنتیک  جهت  الگوریتم   نهیبه   يها ی ژگ ی و   انتخاب دار 
مورد استفاده   مراتبی سلسله بندي  قطعه   استفاده شد. الگوریتم 

هاي استخراج اطلاعات ترین الگوریتم تحقیق جزء دقیق   در این 
 MSF  الگوریتم   ، باشد. همچنینطیفی می برمکانی در تصاویر ا 

دقیق مبتنی  جزء  نیز  نشانه  الگوریتم بر  طبقه ترین  بندي هاي 
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است. روش پیشنهادي بر روي  طیفی  برمکانی در تصاویر ا - طیفی  
 Washingtonو    Indiana Pineطیفی بنچ مارك  بر دو تصویر ا 

DC Mall   صورت گرفته برتري   سازي شد. آزمایشات عملی پیاده
به  کیفی  و  با کمی  مقایسه  در  را  پیشنهادي  روش  کارگیري 

می مبتنی   MSFالگوریتم   نشان  نشانه  به بر  برتري  این  دهد. 
درصد در پارامتر ضریب کاپا به ترتیب در تصاویر  5و    8میزان 

   Indiana Pine    وWashington DC Mall   باشد.می  

  سپاسگزاري 
) به دلیل حمایت  IR-UOZ-GR-4685از دانشگاه زابل (

  گرفته در انجام این تحقیق کمال تشکر را داریم. مالی صورت
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