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 چکیده

 يشهرمنطقه نيمه تغييرات در يک  و برآورد درصد آن زمينهاي زير کشتتغييرات  تعيين روال مناسب جهت شناسايياين تحقيق در 

 چندزمانه از تصاوير براي اين منظور .ورد بررسي قرار گرفته استم بصورت نظارت شده SVM هاي شبکه عصبي و الگوريتم تکيه بر با

تغييرات از مقايسه تصاوير استفاده در واقع در اين روش برخلاف روشهاي رايج، براي شناسايي  .شده استاستفاده  Landsatسنجنده هاي 

ايده اصلي به اين طريق باشد. بندي مينشده است بلکه هدف کشف تغييرات با استفاده توام از روش ترکيب رنگي و الگوريتم هاي طبقه

رنگي جمعي)ترکيب از روش ترکيب  استفاده توامبا  سپس وتصوير هم مرجع شده چندزمانه تهيه  با استفاده از دو تصوير، يک است که

مناطق تغيير  کردن لايه هاي رنگي تصاوير( و روشهاي تشخيص الگو و اعمال آنها بر روي تک تصوير هم مرجع شده بدست آمده، نواحي

الگوريتم بر روي تصوير تلفيقي اعمال و نقشه  ،با انتخاب نمونه هاي آموزشي فقط از يک تصوير درنهايتيافته و تغيير نيافته ايجاد و 

 افزايش دقت ،جهت کاهش نمونه هاي آموزشي روش ازاين نتايج حاصل شده حاکي از آن است که  .ه استبدست آمدنهايي تغييرات 

  برتري دارد. کنندهاي معمول که از مقايسه دو تصوير چندزمانه با هم استفاده ميروش برتغييرات  عمل شناسايي و سرعت درصد( 1)تقريبا 

 ، روش ترکيب رنگتغييرات شناسايي ،SVMهاي شبکه عصبي و الگوريتم  ،طبقه بندي نظارت شده کلیدی: واژگان

 

 

                                                           
 نويسنده رابط *
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 مقدمه -١ 

برآورد ميزان محصولات کشاورزي و زمين هاي امروزه 

که امر برنامهاهميتي دارد و تغييرات آنها، چنان زير کشت 

 ريزي و مديريت آنها به عنوان يک ضرورت براي همه

لذا در اين راستا علوم سنجش از  .شودکشورها تلقي مي

دور با تکيه بر روشهاي تشخيص الگو، گامهاي مطلوبي را 

 برداشته اند. 

کشف تغييرات در واقع شناسايي تفاوتها ودگرگوني 

هاي ايجاد شده در عوارض و نواحي ايجاد شده در فواصل  

از طريق تحليل و بررسي  باشد و اصولازماني متفاوت مي

شده در دو فاصله زماني متفاوت  هم مرجعدو تصوير 

براي کشف تغييرات روشهاي گوناگوني  ،گيردصورت مي

در فتوگرامتري وسنجش از دور وجود دارد و شايد بتوان 

گفت که هيچکدام  بصورت مطلق در تمام وجوه بهينه 

کار چندان ساده اي نيست و  ،انتخاب نوع روش .باشدنمي

وابسته به کاربرد، تعداد و تراکم عوارض مورد نظر، دقت 

رساني، هزينه و پارامترهاي بسيار مورد نياز، دوره بهنگام 

 از يک نگاه روشهاي شناسايي تغييرات باشد. ديگري مي

روشهايي که الزاما  شوند:به دو دسته کلي تقسيم بندي مي

مبتني بر طبقه بندي هستند و روشهايي که مبتني بر 

هاي اساس تعيين تغييرات در روشطبقه بندي نيستند. 

که در  باشددي تصوير ميبن، طبقهمبتني بر طبقه بندي

آن کميت و کيفيت داده آموزشي، تأثير بسيار مهمي بر 

 روي نتايج آناليز نهايي تعيين تغييرات خواهد گذاشت.

 مشخص کردن توانمي هااز مزاياي اين روشبطور کلي 

جزئيات قابل قبول،کاهش اثرات ناشي از  تغييرات با

يت خوب و ظرف ميان تصاوير چندزمانهاتمسفر و محيط 

آنها در تهيه ماتريس اطلاعات تغيير را عنوان کرد. در  اين 

تحقيق از روش مبتني بر طبقه بندي بصورت نظارت شده 

استفاده شده است. در اين سري روشها علاوه بر تصاوير 

ورودي به يک سري اطلاعات خارجي در مورد منطقه مورد 

رت معمولا اطلاعات خارجي به صو ومطالعه نياز داريم 

يکسري پيکسل هاي معلوم که منتسب به يک کلاس 

مشخص در منطقه مي باشند، به الگوريتم معرفي مي 

 گردند.

در ادامه بعنوان پيشينه تحقيق از ميان اين روشها 

آناليز تصاوير ، 3بنديطبقه پسروش مقايسه چهار 

، روشهاي مبتني بر شبکه 2يده زماني و طيفشترکيب

و تشخيص تغيير براساس روشهاي  1عصبي مصنوعي

باشند بررسي و جايگاه آنها در که بسيار رايج مي 4ترکيبي

شناسايي تغييرات با استفاده از تصاوير طبقه بندي شده 

هر يک  بنديطبقه پسروش مقايسه بيان شده است. در 

 د،نشوبندي ميطبقه از تصاوير چند زمانه به طور جداگانه

و در نهايت نقشه  هم مقايسه با سپس پيکسل به پيکسل

دهد پيشينه تحقيقات نشان مي .کنندتغييرات توليد مي

اثر تغييرات ناشي از اتمسفر، که اين روش در کاهش دادن 

اينکه  و تاثير بسيار بسزايي داشتهو محيط  سنجنده

نياز به  کند.را غالبا به شيوه مناسب شناسايي مي تغييرات

بر بودن و وابستگي دقت به زمانبندي، تجربه بالا در طبقه

. معايب اين روش مي باشدجمله بندي از هاي طبقهروش

مي توان گفت که در اين روش دقت نقشه تغييرات بدست 

آمده بطور تقريبي برابر با حاصلضرب دقت طبقه بندي 

ده شآناليز تصاوير ترکيب تصاوير مربوطه مي باشد. در

ه به يک فايل تبديل همه تصاوير چندزماني زماني و طيف

 شوندبندي ميطبقهو باهم تواما جا به صورت يک شده و

 شوند.گذاري ميسپس تغييرات، شناسايي شده و برچسب

در اينجا نيز دقت نهايي به دقت الگوريتم طبقه بندي نيز 

بستگي دارد. با توجه به تحقيقات گذشته ايجاد مشابهت 

بندي ساده و بدون کلاسه ،مکاني در ميان تصاوير چندزمانه

و از جمله صرف زمان زياد از مزاياي اين روش است. 

شناسايي ن مشکل بودمعايب اين روش مي توان به 

اشاره کرد و اينکه ها گذاري کلاستغييرات و برچسب

. اين روش دندهي از تغييرات را ارائه نميلاطلاعات کام

ات بدليل مشکل بودن شناسايي و برچسب گذاري تغيير

در روشهاي  در آن کمتر مورد توجه قرار گرفته است.

تحقيقات نشان داده است  شبکه عصبي مصنوعيمبتني بر

هاي بسيار که بعد از مطرح شدن اين الگوريتم استفاده

اي در راستاي شناسايي تغييرات از آن شده است. گسترده

نتايج استفاده از اين الگوريتم در راستاي کشف تغييرات 

ز آن است که اين روش از جنبه آموزش شبکه، حاکي ا

                                                           
1 Post-classification comparison 

2 spectral temporal combined 
3 Artificial Neural Networks (ANN) 

4 Hybrid  change detection 
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درون يابي و  خود سازماندهي، پايداري و انعطاف پذيري،

تعميم دهي بسيار مناسب بوده است. شبکه هاي عصبي 

شوند و به همين مصنوعي عموما غير پارامتري توصيف مي

خاطر به هيچ فرضي درباره توزيع آماري داده ها نياز 

رتشخيص تغيير براساس روشهاي و در نهايت د ندارند.

در واقع روشهاي حدآستانه اي و طبقه بندي با  ترکيبي

شوند و براي شناسايي تغييرات تواما هم در نظر گرفته مي

کنند. روشهاي حد از مزيتهاي هر دو روش استفاده مي

آستانه اي مانند روشهاي جبري عموما براي تشخيص 

و سپس روشهاي شوند نواحي تغيير يافته استفاده مي

طبقه بندي براي تحليل نواحي تغييريافته و طبقه بندي 

گيرند.از جمله مشکلات اين استفاده قرار ميآنها مورد 

روش تعيين کردن حد آستانه براي مشخص کردن مرز 

  تغييرات مي باشد.

ذکر اين نکته لازم است که هر کدام يک از روشهاي 

با يک مرز مشخص و توضيح داده شده در بالا يک روش را 

کنند بلکه هر کدام يک از آنها يک محدود معرفي نمي

روش کلي است و در عمل بطور کامل وابسته به روشهاي 

باشند و عملا بدون استفاده از روشهاي طبقه بندي مي

طبقه بندي کارايي روش بطور کلي از بين خواهد رفت. 

مبتني بر تاکيد در اين مقاله علاوه بر استفاده از روشهاي 

طبقه بندي، ترکيب کردن لايه هاي رنگي تصاوير و 

استفاده از داده آموزشي فقط در يک تصوير جهت کشف 

توان هدف از اين لذا در واقع ميباشد. تغييرات نيز مي

 پژوهش را  موارد زير عنوان کرد:

ارائه روشي بهينه در شناسايي تغييرات بر روي  -3

استفاده از روش ترکيب رنگي و با  Landsatتصاوير ماهواره 

شبکه عصبي و با تکيه بر الگوريتم هاي طبقه بندي 
SVM.   

زمينهاي زير کشت با بکار تغييرات  بهبود شناسايي -2

گيري تصوير هم مرجع شده چندزمانه و کاهش داده 

 آموزشي با تکيه بر الگوريتم هاي مذکور.

مطرح کردن ايده شناسايي تغييرات بدون مقايسه  -1

تصاوير چندزمانه با هم و تکيه بر ترکيب رنگ در تک 

تصوير بدست آمده شامل کل لايه هاي دو تصوير 

 چندزمانه. 

 

 مروری بر مفاهیم نظری موردنیاز  -٢

   ١ SVM الگوریتم طبقه بندی کننده -١-٢

و  تشخيص الگوهاي الگوريتم  وجز ،SVM الگوريتم

 الگوريتماين از  دسته بندي مي شود.طبقه بندي 

در کلاس هاي  درهرجايي که نياز به دسته بندي اشيا

يک  SVMخاص باشد مي توان استفاده کرد درحقيقت 

روش طبقه بندي غير پارامتريک ميباشد که سعي ميکند 

يک صفحه منحصر  بفرد را بين هرجفت کلاس پيدا کند. 

جدا کردن دو کلاس با کننده  طبقه بندي  اين روش

هاي هر کلاس داده بطوري کهميباشد کمترين خطا 

ن اولي الگوريتمبيشترين فاصله ممکن را داشته باشند. اين 

و در  ابداع شد Vladimir Vapnikتوسط  31۹1در  بار

براي  Corinna Cortesو   Vapnikتوسط 311۱سال 

 .حالت غيرخطي تعميم داده شد

با   2سازجدا صفحه  يک پيدا کردناين الگوريتم هدف 

در اين حالت اگر . بيشترين فاصله از نقاط حاشيه اي است

روابط مربوطه براي صفحه جداساز در نظر گرفته شوند، 

داده هاي آموزشي در بالا و پايين اين صفحه قرار 

يک خواهندگرفت. بر اساس شرايط بيان شده، زماني 

از نقاط به صورت بهينه با يک صفحه جداسازي  مجموعه

ار س مربوط به خود قربدون اشتباه در کلاشوند که اولا مي

فاصله بين نزديکترين نقاط هر گرفته باشند و دوما اينکه 

 کلاس داده تا صفحه جدا کننده بيشينه باشد. 

 ANN٣ الگوریتم طبقه بندی کننده -٢-٢

ايده اي است براي پردازش  شبکه عصبي مصنوعي

 گرفته شده و مانند که از سيستم عصبي الهام ،اطلاعات

. اين سيستم از شمار به پردازش اطلاعات مي پردازد  مغز

به نام عناصر پردازشي فوق العاده بهم پيوسته  زيادي

انجام وظيفه هاي مشخص،  برايو  تشکيل شده 4نرون

طول  ها و دسته بندي اطلاعات ، در شناسايي الگو مانند

هاي اولين شبکه يک پروسه ياد گيري ، تنظيم مي شود.

طي عصبي به کار گرفته شده در مسائل واقعي مدل خ

توسط ويدرو و هاف  31۹۱تطبيقي نورون بود که در سال 
                                                           

1 Support vector  matchine 

2 hayperplane 
3 Artificial Neural Network 
4 neurons 

http://fa.wikipedia.org/wiki/%D8%AA%D8%B4%D8%AE%DB%8C%D8%B5_%D8%A7%D9%84%DA%AF%D9%88
http://fa.wikipedia.org/wiki/%D8%AA%D8%B4%D8%AE%DB%8C%D8%B5_%D8%A7%D9%84%DA%AF%D9%88
http://fa.wikipedia.org/w/index.php?title=Vladimir_Vapnik&action=edit&redlink=1&preload=%D8%A7%D9%84%DA%AF%D9%88:%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF+%D9%85%D9%82%D8%A7%D9%84%D9%87/%D8%A7%D8%B3%D8%AA%D8%AE%D9%88%D8%A7%D9%86%E2%80%8C%D8%A8%D9%86%D8%AF%DB%8C&editintro=%D8%A7%D9%84%DA%AF%D9%88:%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF+%D9%85%D9%82%D8%A7%D9%84%D9%87/%D8%A7%D8%AF%DB%8C%D8%AA%E2%80%8C%D9%86%D9%88%D8%AA%DB%8C%D8%B3&summary=%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF+%DB%8C%DA%A9+%D9%85%D9%82%D8%A7%D9%84%D9%87+%D9%86%D9%88+%D8%A7%D8%B2+%D8%B7%D8%B1%DB%8C%D9%82+%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF%DA%AF%D8%B1&nosummary=&prefix=&minor=&create=%D8%AF%D8%B1%D8%B3%D8%AA+%DA%A9%D8%B1%D8%AF%D9%86+%D9%85%D9%82%D8%A7%D9%84%D9%87+%D8%AC%D8%AF%DB%8C%D8%AF
http://fa.wikipedia.org/w/index.php?title=Corinna_Cortes&action=edit&redlink=1&preload=%D8%A7%D9%84%DA%AF%D9%88:%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF+%D9%85%D9%82%D8%A7%D9%84%D9%87/%D8%A7%D8%B3%D8%AA%D8%AE%D9%88%D8%A7%D9%86%E2%80%8C%D8%A8%D9%86%D8%AF%DB%8C&editintro=%D8%A7%D9%84%DA%AF%D9%88:%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF+%D9%85%D9%82%D8%A7%D9%84%D9%87/%D8%A7%D8%AF%DB%8C%D8%AA%E2%80%8C%D9%86%D9%88%D8%AA%DB%8C%D8%B3&summary=%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF+%DB%8C%DA%A9+%D9%85%D9%82%D8%A7%D9%84%D9%87+%D9%86%D9%88+%D8%A7%D8%B2+%D8%B7%D8%B1%DB%8C%D9%82+%D8%A7%DB%8C%D8%AC%D8%A7%D8%AF%DA%AF%D8%B1&nosummary=&prefix=&minor=&create=%D8%AF%D8%B1%D8%B3%D8%AA+%DA%A9%D8%B1%D8%AF%D9%86+%D9%85%D9%82%D8%A7%D9%84%D9%87+%D8%AC%D8%AF%DB%8C%D8%AF
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اصولا شبکه ي عصبي )دانشگاه استنفورد( به وجود آمد.  

معمول براي طبقه بندي در سنجش از دور شبکه عصبي 

عملکرد شبکه هاي  .چند لايه اي پرسپترون ميباشد

عصبي به نوع آموزش شبکه  بستگي دارد و نوع آموزش 

شبکه هاي عصبي با توجه به اهميت آن را تعيين ميکند. 

معماري شبکه و يا ماهيت عملکرد نورونهاي شبکه و يا 

انواع مختلفي تقسيم بندي  پارامترهاي وزن شبکه به

هاي عصبي با توانايي قابل توجه خود در ميشوند. شبکه

توانند در استخراج هاي پيچيده مياستنتاج نتايج از داده

مختلفي که شناسايي و طبقه بندي کردن داده هاي  گوهاال

 آنها بسيار دشوار است استفاده شوند.

 روش ترکیب رنگی جمعی  -٣-٢

شود. در اين روش از يک ترکيب رنگي استفاده مي

لايه هاي مختلف تصاوير آن در روشي است بسيار ساده که 

)رنگ ها با هم جمع  شوندچند زمانه با هم ترکيب مي

و نتيجه تصويري با رنگهايي متفاوت با تصاوير  شوند(مي

مشهود  3تفهيم اين مطلب در شکل  اوليه خواهد بود.

 است.

 
يک قطعه از   -  (b)3111 يک قطعه از تصوير سال - (a)  -3شکل

روش ترکيب رنگ تصوير حاصل  شده  با  - (c) 2۱۱2تصوير سال 

 لايه هاي دو تصوير ديگر

 پیشنهادیروش  -٣

در اين مدل برخلاف روشهاي رايج شناسايي تغييرات 

هم  با  دو تصوير چندزمانهاز مقايسه  در آنها که اصولا

از تک تصوير هم مرجع شده شامل کل کنند، مي  استفاده

( و همچنين توسعه داده هاي 2لايه هاي دو تصوير )شکل

است.  آموزشي از تصوير اول به تصوير دوم استفاده شده

 مي باشد: 1ي اين الگوريتم بصورت شکلساختار کل

 

 تصوير هم مرجع شده چندزمانه شامل کل لايه هاي دوتصوير -2شکل 

اين الگوريتم شامل سه مرحله اصلي مي باشد که مي 

توان آنها را هسته اصلي روش مطرح شده دانست براي 

تفهيم فلوچارت اين سه مرحله در زير توضيح داده شده 

 است:

اول بعد از هم مرجع سازي تصاوير، لايه در گام  -3

هاي مختلف تصاوير چندزمانه را تواما با هم در نظر مي

-گيرد وتصاوير به يک تصوير شامل کل لايه ها تبديل مي

 شوند. 

در گام دوم شناسايي تغييرات را بعد از ايجاد تک  -2

تصوير هم مرجع شده چند زمانه حاصل از دو تصوير، با 

از روش ترکيب رنگي جمعي و الگوريتم هاي استفاده توام 

واقع در روش ترکيب رنگي  دهد. درانجام مي تشخيص الگو

جمعي از ترکيب رنگها در باندهاي مختلف تصوير استفاده 

شود بطوري که نواحي که در آنها تغييرات داريم با مي

شوند. روشي است رنگهايي متفاوت با رنگ اوليه ظاهر مي

هاي ساده که در آن لايهدر عين حال بسيار کارآمد و 

شوند و نتيجه مختلف تصاوير چند زمانه با هم ترکيب مي

تصويري با رنگهايي متفاوت با تصاوير اوليه خواهد بود. 

مشهود  3تفهيم اين مطلب در شکلهمانطور که بيان شد 

در نهايت بعد از بدست آمدن تصوير رنگي حاصل از  است.

خبره با شناسايي چند ناحيه که در تلفيق لايه ها، کاربر 

آن تغييرات رخ داده است نمونه آموزشي مربوط به نواحي 

تغييريافته و تغيير نيافته را انتخاب و بقيه نواحي با توجه 

اي به نمونه هاي انتخاب شده، براساس الگوريتم ها و روشه

، شناسايي شده است. سادگي و بالارفتن طبقه بندي

غييرات را مي توان از جمله مزاياي  سرعت عمل شناسايي ت

 اين روش به حساب آورد.
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 هم مرجع سازی تصاویر

 تصویر هم مرجع شده چندزمانه

 شامل کل لایه های دو تصویر

  9111سال تصویر 

استفاده توام از  با  مناطق تغییریافته و نیافته تهیه نقشه

   و الگوریتم های تشخیص الگو ترکیب رنگ

 طبقه بندی 

 ارزیابی دقت تهیه نقشه تغییرات

 های آموزشی به تصویر دوم توسعه داده

داده های 

آموزشی 

از یک 

 تصویر

  سال تصویر 2002

در گام سوم در توسعه داده هاي آموزشي به تصوير  -1

دوم ايده بکار برده شده، استفاده از داده هاي آموزشي در 

نواحي بدون تغيير بوده است و چنانچه داده آموزشي در 

گرفت حذف شده است. در واقع ر مينواحي تغييريافته قرا

هاي بعد از کشف نواحي تغييريافته با همپوشاني داده

هايي آموزشي با تصوير مشتمل بر نواحي تغييرات، نمونه

که در نواحي تغييريافته قرار داشتند حذف شدند. در 

نهايت با استفاده از داده هاي آموزشي و روشهاي رايج 

و شبکه عصبي نوع کلاسها   SVMطبقه بندي مانند

مشخص و برچسب زده شد و دقت نهايي حاصل از آن نيز 

با استفاده از ماتريس ابهام و دو پارامتر بسيار رايج 

کلي و ضريب کاپا( ارزيابي استخراج شده از آن)دقت 

کل مراحل با استفاده از نرم افزارهاي  گرديد. 

Matlab2011 وENVI  و Arc GIS  است.پياده سازي شده

 

 مدل پيشنهادي - 1شکل

 ارزیابی نتایج پیاده سازی و  -4

 داده های مورد استفاده -١-4

که در ابعاد  ۹و شکل ۱شکلمقاله از دو تصوير دراين 

در    Landsatبرش داده شده اند و از ماهواره  ۱۱۱در ۱۱۱

ميلادي از از نواحي نيمه 3111 و 2۱۱2ماه اکتبر سال 

شهري جنوب غربي شهر تهران اخذ شده اند استفاده شده 

 1۳درجه و  ۱3دقيقه تا  ۹درجه و  ۱3است. اين شهر در 

درجه و  1۱دقيقه تا  14درجه و  1۱دقيقه طول شرقي و 

دقيقه عرض شمالي واقع شده است. قابل ذکر است که  ۱3

ده هاي مختلف سنجنتوسط داده هاي طيفي بدست آمده 

کاليبراسيون ،مانند اتمسفري مختلفي بوسيله فاکتورها

-مي تحت تاثير قرار و.. برداري هندسه تصوير ،دوربين

براي شناسايي تغييرات اصلي بر روي سطح  ، لذاگيرند

 اد. در ايننظر بايد تصحيحات راديومتريکي را انجام د مورد

اين ه است. از نوع آماري استفاده شد 3مقاله از روش نسبي

 شامل روشهايي است براساس سرشکني خطي دو گروه

ميانگين  ٬(DNبراي اينکه رنج دايناميکي)مقدار  تصوير

                                                           
1 Relative radiometric normalization 
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آماري و انحراف استاندارد وديگر پارامترهاي آماري را در  

 .دو تصوير مثل هم کند

 
 ميلادي 3111سال  landsatداده شده   تصوير برش -4شکل

 
 ميلادي 2۱۱2سال  landsatداده شده  تصوير برش -۱شکل

 نتایج -٢-4

براي ارزيابي دقت نهايي شناسايي تغييرات از دقت 

کلي حاصل شده از ماتريس خطا و ضريب کاپا استفاده 

پياده سازي با استفاده از دو سري کاملا متفاوت  شده است.

داده آموزشي و ارزيابي که بوسيله کاربر خبره انتخاب 

شدند انجام گرفت. تعداد نمونه هاي آموزشي و ارزيابي 

 شوند:مورد استفاده سري اول در زير مشاهده مي

 تعداد نمونه هاي آموزشي )سري اول( -3جدول 

نوع کلاس تعريف 

 شده

نمونه هاي تعداد 

آموزشي در  تصوير 

 )پيکسل(اول

تعداد نمونه هاي 

آموزشي در تصوير 

 )پيکسل(دوم

 372 341 کشاورزي

 3۳1 3۹۹ غير کشاورزي

 تعداد نمونه هاي ارزيابي )سري اول( -2جدول 

 داده هاي ارزيابي)پيکسل(تعداد نوع کلاس تعريف شده تغييرات

 33۹ قبلا باير بوده، الان کشاورزي است

 231 بدون تغييرات

 37۱ قبلا کشاورزي بوده، الان نيست

انتخاب لازم است يادآوري شود که براي اينکه دقت 

داده هاي آموزشي در دو روش )روش پيشنهادي و روش 

در نتايج نهايي تاثير يکساني  و يکسان باشد معمولي(

 هر دو الگوريتم براي طبقه بندي جهت در ،داشته باشد

تهيه نقشه تغييرات از نمونه هاي يکساني استفاده شده 

 هاي مورد استفاده بقرار زير بودند:الگوريتم است.

 با آموزش نظارت شده  SVMالگوريتم  -3

 نوع تابع کرنل: منحني درجه دو

 3مقدار پارامتر باياس در تابع کرنل استفاده شده:  

   ۱.2مقدار پارامتر گاما در تابع کرنل استفاده شده: 

 3۱۱در نظر گرفته شده:  مقدار پارامتر تنظيم 

 با آموزش نظارت شده  SVMالگوريتم  -2

 RBFنوع تابع کرنل: 

 ۱.2مقدار پارامتر گاما در تابع کرنل استفاده شده: 

 3۱۱مقدار پارامتر تنظيم  در نظر گرفته شده: 

 شبکه عصبي مصنوعي نظارت شدهالگوريتم  -1

  step  function: نوع تابع محرک

 ۱۱۱: تعداد تکرارهاو  ۱.2: نرخ آموزش

 ۱.1: وزن اوليه در نظر گرفته شده

RMS   ۱.3 شده:در نظر گرفته 

 نتايج زير حاصل شد: ،بعد از اجراي مراحل 

 روش معمولي)سري اول(دقت نهايي شناسايي تغييرات  -1جدول 

براي  ضريب کاپا

 3مدل 

براي  دقت کلي

 3مدل 
 الگوريتم طبقه بندي کننده

1۹.2۳% 17.1۱% SVM  سهميباتابع کرنل 

1۱.1۹% 17.11% SVM  با تابع کرنلRBF 

 شبکه عصبي مصنوعي 1۹.۱۳% 14.۱3%

 پيشنهادي)سري اول( روش دقت نهايي شناسايي تغييرات -4جدول 

براي  ضريب کاپا

  2مدل 

براي  دقت کلي

  2مدل
 الگوريتم طبقه بندي کننده

17.۱2% 1۳.11% SVM  سهميباتابع کرنل 

17.۳1% 1۳.۱1% SVM  با تابع کرنلRBF 

 شبکه عصبي مصنوعي 1۳.31% 17.23%
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همانطور که از نتايج بدست آمده در جداول مشهود 

کنيم که دقت کلي و ضريب کاپاي  است مشاهده مي

حاصل شده از ارزيابي دقت نهايي شناسايي تغييرات مدل 

در قسمت نتايج با از بقيه نتايج بهتر است.  پيشنهادي

توجه به نمودارها دلايل آن بصورت خلاصه بيان شده است. 

 نمايش دهنده تغييرات زمينهاي زير کشتخروجي تصوير 

 ۹شکلاين الگوريتم در  با استفاده از در اين مرحله

 د:شومشاهده مي

 

 

 نمايش تغييرات بدست آمده از سري اول داده هاي آموزشي  -۹شکل

در ادامه براي سري دوم از داده هاي آموزشي و 

ارزيابي، الگوريتم هاي مذکور پياده سازي شده است. تعداد 

نمونه هاي آموزشي و ارزيابي مورد استفاده اين سري و 

 دقت کلي و ضريب کاپانتايج حاصل از پياده سازي آنها، 

 شوند:در جداول زير مشاهده مي

 ي )سري دوم(تعداد نمونه هاي آموزش -۱جدول 

نوع کلاس تعريف 

 شده

تعداد نمونه هاي 

آموزشي در  تصوير 

 )پيکسل(اول

تعداد نمونه هاي 

آموزشي در تصوير 

 )پيکسل(دوم

 337 31۱ کشاورزي

 3۹۹ 3۹2 غير کشاورزي

 تعداد نمونه هاي ارزيابي )سري دوم( -۹جدول 

 داده هاي ارزيابي)پيکسل(تعداد نوع کلاس تعريف شده تغييرات

 32۱ قبلا باير بوده، الان کشاورزي است

 224 بدون تغييرات

 334 قبلا کشاورزي بوده، الان نيست

 

 روش معمولي)سري دوم(دقت نهايي شناسايي تغييرات  -7جدول 

براي  ضريب کاپا

 3مدل 

براي  دقت کلي

 3مدل 
 الگوريتم طبقه بندي کننده

1۹.4۳% 17.۳۱% SVM  سهميباتابع کرنل 

1۹.32% 17.۱۳% SVM  با تابع کرنلRBF 

 شبکه عصبي مصنوعي 17.۳۱% 1۹.4۳%

 روش پيشنهادي)سري دوم(دقت نهايي شناسايي تغييرات  -۳جدول 

ضريب کاپا براي 

  2مدل 

دقت کلي براي 

  2مدل
 الگوريتم طبقه بندي کننده

1۳.۹۱% 11.32% SVM  سهميباتابع کرنل 

1۳.۹۱% 11.32% SVM  با تابع کرنلRBF 

 شبکه عصبي مصنوعي 11.۱1% 1۳.44%

 شود که دقت کلي و ضريب کاپايدوباره مشاهده مي

حاصل شده از ارزيابي دقت نهايي شناسايي تغييرات مدل 

پيشنهادي از بقيه نتايج بهتر است. البته با توجه به پياده 

سازي الگوريتم ها با دو سري متفاوت از نمونه هاي 

ين نکته توجه کرد که دقت آموزشي و ارزيابي بايد به ا

نمونه هاي آموزشي تاثير قابل توجهي در نتايج خواهد 

 داشت و بايد نمونه ها با دقت بالايي انتخاب شوند. تصوير

 در اين مرحله نمايش دهنده تغييرات زمينهاي زير کشت

 د:شومشاهده مي 7شکل در  نيز با استفاده از اين الگوريتم

 
 

 تغييرات بدست آمده از سري دوم داده هاي آموزشي نمايش  -7شکل
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 نتیجه گیری جمع بندی و  -۵ 

در اين مقاله از الگوريتم هاي طبقه بندي کننده 

SVM  و شبکه عصبي مصنوعي براي دو روش متفاوت و

در کنار آن با بهره گيري از روش ترکيب رنگها در روش 

و روش تفاضلي در روش معمولي جهت  پيشنهادي

شناسايي تغييرات ايجاد شده در تصاوير لندست استفاده 

شده است. تلفيق الگوريتم هاي طبقه بندي و روشهاي 

وشهاي ترکيب رنگ با روشهاي شناسايي تغييرات و ر

تواند بعنوان راهکاري مي پيشرفته سنجش از دور و ...

 ستفاده قرار گيرد.مناسب در  شناسايي تغييرات، مورد ا

براي تفهيم و مشاهده بهتر نتايج سعي شده است که نتايج 

حاصل در قالب نمودارهاي استوانه اي نمايش داده شود تا 

مقايسه نتايج ، بصورت بصري نيز امکان پذير باشد. دقت 

.ابل مشاهده استق ۳ شکلکلي حاصل از نتايج در 

  

 ها نمونه هاي مختلف برايمقايسه دقت کلي حاصل شده از مدل -۳شکل

شود که همانطور که از نتايج مشهود است مشاهده مي

دقت کلي حاصل از شناسايي تغييرات مدل پيشنهادي از 

دليل اصلي بهتر است.  روش معمولينتايج حاصل شده در 

معمولي  دانست که در روشتوان حذف خطاهايي آن را مي

توان خطاي انتخاب نمونه گردند بطور مثال ميظاهر مي

بندي تصاوير آموزشي از هر دو تصوير و يا خطاي طبقه

بصورت مجزا را نام برد. در حالي که در اين مدل نمونه 

آموزشي فقط از يک تصوير و مقايسه مجزايي ميان تصاوير 

روشهاي در شده  البته دقت حاصلصورت نگرفته است. 

نظارت شده به پارامترهاي ديگري از جمله دقت داده هاي 

آموزشي و ارزيابي نيز وابسته مي باشد که مي توان اين را 

در  بعنوان يکي از معايب روشهاي نظارت شده عنوان کرد.

ادامه ضريب کاپاي حاصل از نتايج نيز باهم مقايسه شده 

است. لازم به ذکر است که ضريب کاپا اين مزيت را نسبت 

به دقت کلي دارد که از مقادير غير قطري ماتريس خطا 

نيز براي محاسبه دقت استفاده مي کند و بنابراين دقت 

 معمولاً اينگونه عنوان مي شود که دقت کلي .داردبهتري 

حالي که ضريب کاپا يک برآورد خوشبينانه است در 

برآوردي بدبينانه بوده و دقت را کمتر ازمقدار واقعي بيان 

 قابل مشاهده است: 1 در شکلحاصل نتايج  .مي کند
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 نمونه ها مقايسه ضريب کاپا حاصل شده  از مدلهاي مختلف براي -1شکل

شود مشاهده ميهمانند نتايج حاصل براي دقت کلي، 

که ضريب کاپاي بدست آمده مدل پيشنهادي بطور 

 .بهتر است معمول روشميانگين از نتايج حاصل شده در 

شنهادي بطور يروش پدر در حالت کلي دقت حاصل شده 

از درصد بر روش معمولي برتري دارد.  1تا  2.۱ميانگين 

-الگوريتم مي اين جمله نتايج حاصل شده در استفاده از

 توان موارد زير را نام برد:
چنانچه داده هاي نمونه در اين الگوريتم بصورت  -3

شوند دقت آن در کشف تغييرات دقيق نمونه برداري 

نسبت به روشهاي رايج که درمدل معمولي مطرح شد 

 بمراتب بيشتر خواهد بود.

در حالتي که در مدل پيشنهادي از تصوير هم  -2

مرجع شده چندزمانه براي کشف تغييرات استفاده شد 

دقت بهتري حاصل شد اگرچه در اين حالت از نمونه هاي 

استفاده شده است و اين خود آموزشي فقط در يک تصوير 

مزيتي جهت کاهش اطلاعات استفاده شده نسبت به مدل 

 اول است.

روش ترکيب رنگها و تلفيق آن با روشهاي طبقه -1

بندي جهت شناسايي تغييرات ايده بسيار ساده و در عين 

شده باشد که کمتر از آن استفاده حال بسيار کارآمدي مي

ايج مطلوبي را بدنبال خواهد داشاست و استفاده از آن نت
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