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 رویکرد   با استفاده از  1- سنتینل   اي ماهواره   در تصاویر   هاي نفتی تشخیص لکه   
 یادگیري عمیق

  2مهدي آخوندزاده هنزایی ،  1چشمه ده سعید دهقانی  
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makhonz@ut.ac.ir  

 

  ) 1401 : مرداد، تاریخ تصویب1400 : مرداد(تاریخ دریافت

  

  چکیده
 يبرا  ی اصل  ي دهایاز تهد  یک ینشت نفت    .مهم است   بسیار  بحران در صورت بروز حوادث   تیریمد  يبرا  یی ایحوزه درمسائل  از    یآگاه

  محیطیزیستو    یاسیس  يهایگذارد و نگران ی م  ریثتأ  ییایدر  ستمیبر اکوس  يطور جدبه  و    شودی محسوب م  یو ساحل  ییایدر  يهاط یمح
ها و اثرات مرتبط با نده یآلا  هیتخل  زانیدهد. می قرار م  ریتحت تأث يرا به طور جد یو ساحل ییایشکننده در  ستمیاکوس  رایکند، زی م   جادیا

هاي لکه  نیزودهنگام و برآورد حجم ا ییشناسا موثر،هستند. نظارت  هاایآب در تیفیک یاب یدر ارز یمهم يپارامترها ،ییایدر طیآن بر مح
عملکرد    تیقابل  لیبه دل  )SAR(  یمصنوع  دریچهرادار  يسنسورها  .است  موفق  يپاکساز   اتیعمل  کی  يمرحله برا  نیهمترو م  نیاول  ،نقتی

منظور   نیا يبرا  برداشت منطقه وسیعی از زمین، انتخاب بسیار مناسبیمحیط و    ییروشنا طیآب و هوا و شرا  وضعیت   موثر بدون توجه به
  ي ها از نظر ظاهرآن  زیتما  ،حال  نیثبت کرد، با ا  SAR يتوان به وضوح توسط سنسورهای مربوط به نشت نفت را م  اهیس  يها. لکه هستند

تصاو  ،پژوهش   نیا  در  است.  زیبرانگ  الشهدف چ  کی نفت    ییشناسا  يبرا  1-ماهواره سنتینل  يرادار  ریاز   ن یا  .استاستفاده شدهنشت 
  و  دادهارئه  وسیع از نقاط مختلف دنیا اریداده بسمجموعه کیاساس هاي نفتی بر لکه یی شناسا يبرا  قیعم يریادگیچارچوب   کی مطالعه

در این  . دهدکلاس انجام می  دوبندي تصاویر را به  طبقه   Fc-DenseNetو    +U-Net،  DeepLabV3  پیچشیهاي  شبکه با استفاده از ساختار  
  IoU ج ینتاطوري که هب  .حاصل شدهاي مشابه قبلی نسبت به کار  بهتري بسیارکلاسه نتایج با تغییر تابع ضرر و حذف تصاویر تک ، پژوهش

 . بدست آمد 0.545و  0.613، 0.547برابر  بیترتهب  FC-DenseNetو + U-Net ،DeepLabV3 يهامدل  يبرا

U-Net ،DeepLabV3+ ،Fc-DenseNet ،1-، ماهواره سنتینلکانولوشنهاي نفتی، شبکه عصبی لکه واژگان کلیدي:

 
  نویسنده رابط 

https://dx.doi.org/10.52547/jgst.12.2.30
mailto:saeid.dehghani@ut.ac.ir
mailto:makhonz@ut.ac.ir
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  مقدمه  -1 
نفت   اثرات    یطی مح یست ز   ید تهد   یک نشت  که  است 

  ی تواند باعث آلودگ ی م و    ] 1[  و هوا دارد   ین بر آب، زم   ی نامطلوب 
گونه   یا در  به  و  ماه   ي ها شده  د ی پرندگان،  و  موجودات    یگر ها 
نفتی لکه برساند.    یب آس   ي آبز  تصادفات    هاي  اثر  در  عمدتا 

ل ی ها، کشت مربوط به نفتکش  که نفت خام،    ي ا وله ها و خطوط 
  ، کنند می   جا را جابه   نفت   ی جانب   ي ها ، سوخت و فرآورده ین بنز 

ا ی م   یجاد ا  با  نفت    و   نفت   یرقانونی غ   یه تخل   ، حال   ین شوند. 
از باقی  کردن    مانده  کشت   ها نفتکش   مخازن تمیز  منابع  ی و  ها 
آلودگ   ی اصل  می   نفتی   ی وقوع  حذف  .  ] 3و 2[   شوند محسوب 
  یان و حفاظت از آبز   یز امن و تم   یط حفظ مح   ي برا   ی نفت   ي ها لکه 
به طور    یی ا ی در دهه گذشته حمل و نقل در   مهم است.   یار بس 

رشد   حال  در  تعداد مداوم  افزایش  با  و  تعداد  ی کشت   بوده  ها 
هم    از طرفی   .است ه یش پیدا کرد افزا   هم نفت    ی رقانون ی غ   ه ی تخل 

د   ي تانکرها  انواع  هم  و  جمله   نفتی  ي ها ی کشت   گر ی نفت  از 
هستندرقانونیغ  هیتخل  لفمتخ  نیمظنون دریا  در  نفت  . ی 
از جمله  مختلف  يابزارها ها و ماهواره   ماهایشناورها، هواپی 

نفت   ییشناسا  يبرا نشت  بر  نظارت  می  و  شوند.  استفاده 
و به  رادارها  ژهیشناورها،  به  باشند،    یتخصص  ياگر  مجهز 

را در دریم اما منطقه بس  صیتشخ  ایتوانند نفت   اریدهند 
کنترل   يبرا   یاصل   ي هاستم ی دهند. س می را پوشش    يمحدود

مجهز   يها و ماهواره   ما ی، استفاده از هواپ ا ی در در   ی نفت  ی آلودگ 
د رادار   SAR  .] 6و   5،4[  است   SAR(1(   ی مصنوع   افراگمی به 

را ضبط   يدو بعد   ری که تصاو  فعال است   و ی کروویسنسور ما  ک ی 
سنسورها ی م  برا  ییفضا   SAR  يکند.  گسترده  طور   يبه 

مح  نفت نشت    ص ی تشخ  قرار   یی ا ی در   طی در  استفاده  مورد 
خورش  را ی ز   ؛ رندی گ ی م  نور  تأث   د ی از  تحت  هستند،   ری مستقل 

را تحت پوشش قرار  ي ادی ، مناطق ز رند ی گ ی قرار نم ي ابر  هواي 
از گشت هوا دهند و مقرون به صرفه ی م    میزانهستند.  یی  تر 

خصوص  یبازتاب  ،شدهگرفته   ریتصو  ییروشنا سطح   اتیاز 
است.   SAR  ریتصو  کیدر    نفتنشت    صیتشخ  هدف 

موج باعث کاهش    نفتیلکه  است که    تیواقع  نیبه ا  یمتک 
از نت  ایسطح در  بازگشتی  در   کیتار  لکه  لیتشک   جهیو در 

تصویر دریم  سطح  با  که  نشت  يای شود  در   بدون    نفت 
است  لکه  اطراف تضاد    Backscatter  ریمقاد  .]4و 3[  در 

از نشت نفت بس مقاد  ه یشب  اریرادار  از   Backscatter  ریبه 
 

1 Synthetic Aperture Radar 

بس در  اریمناطق  سا  ایآرام  نام   انوسیاق  يهاده یپد  ریو  به 
هم   هیشب" جر   2"به  مثال  عنوان  ها) گرداب   یا   ها ان ی (به 

با سرعت مانند مناطق    یانوسی اق   یعی طب  ي ها یده پد  . باشدمی 
 یه ، سا 5ها جلبک   و شکوفه   4هرز  ي ها علف   ي، بسترها 3باد کم

توانند به عنوان ی م   یز ن    ] 7و6[   یره و غ   6یموج در پشت خشک 
اغلب   یک مناطق تار   ینشوند. ا   یده کش   یر به تصو   یک نقاط تار 

 یصشوند و مشکل تشخی م ي بنددسته  هم  به  شبیه به عنوان 
حت را  نفت  برانگ   ی نشت   يها روش   کند.ی م   تر یز چالش 

 SARیر نشت نفت از تصاو  یصتشخ   يبرا   ي متعدد  يبند طبقه 

شده    ب است ارائه  در  دنبال   یند فرا   یک موارد،    یشتر .  خاص 
  است:  ی شامل سه مرحله اصلشود که  ی م 
تیرهالف)  (  نقاط  خودکار  تصو  تشخیص   SAR یردر 

    .شدهپردازش
   . مرحله قبلشده در  یی از مناطق شناسا   یژگی (ب) استخراج و 

  هم. به نقاط تاریک به عنوان لکه نفتی یا شبیه   يبند (ج) طبقه 
مرحله  اولین  تقسیم   ،در    ي برا  ینريبا  يبندمعمولا 

اعمال    یاهس  يهالکه   یابیبه منظور باز  يورود  یرتصو  یشنما
وی م استخراج  شامل  دوم  مرحله  از    يآمار  ي هایژگی شود. 

  ی احتمال شده فوق است که ممکن است نشتیم مناطق تقس
  یر کل تصو  مرحله پردازش،  ینآخر  ينفت را شامل شود. برا

هستند به عنوان نشت    یاهمناطق س  يکه حاو  اییهبخش   یا
مختلف    شوند.ی م   يبندطبقه   همبه    یه شب  یا  نفت افراد 
طبقه روش  و  شناسایی  براي  متفاوتی  لکه هاي  هاي  بندي 

شبیه  اشکال  از  به  به نفتی  ادامه  در  که  دادند  پیشنهاد  هم 
  .  شودها اشاره می چند مورد از آن 

تصاویر  لکه  در  تاریک  می   SARهاي  اساس  را  بر  توان 
  بندي کرد عنوان لکه نفتی طبقه کی به سکو یا کشتی به نزدی

همکاران  .]9[ و  را    یک  ]10[  سولبرگ  خودکار  چارچوب 
هایی با  هاي تاریک را به سه دسته لکه لکه که   دادند   یشنهاد پ

کردند.   تقسیم  نفت  کم  و  متوسط  احتمال  زیاد،  با  احتمال 
قبل   ،وجود  ینا مورد  یدانش  لکه   در  در    يهاوجود  نفت 

کشت سکوهای اطراف  و  گنجانده  باید    ینفت  يها  مدل  در 
اودش بر  علاوه  دنی .  شرا در    انش،  مانند   ی خارج   ط یمورد 

هم تاثیر زیادي بر روي دقت روش ارائه شده دارد.  باد سرعت

 
2 Look-alike 
3 Low wind speed regions 
4 Weed beds 
5 Algae blooms 
6 Wave shadows  behind land 

https://dx.doi.org/10.52547/jgst.12.2.30
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هاي رادیومتریکی سی ویژگی ربندي، بر روش دیگر براي طبقه   
می  نظر  مورد  مناطق  هندسی  قبل و  روش  مانند  و  باشد 

دقت  افزایش  به  باد  سرعت  درمورد  اطلاعات  داشتن 
 نی ب  ض ی تبعبراي    ، ]12[  در   . ] 11[   کند می بندي کمک  طبقه 
شبیه و    نفت  از به اشکال  تحل   ه ی تجز   هم  اندازه،    ل ی و  شکل، 

ماهواره   بیش از  ارسالی  بافت،پرتوي   ،يالحظه   باد سرعت    ، 
با   ،استشده استفاده  یخط کشت و سکو موقعیت  ،آب  انی جر

باد را در طول    ی سرعت زمان  تغییراتکه   یی هاداده   ، حال  ن یا
تصو  هاي روز از  م  SAR  يربرداری قبل  ن  ی نشان    ز ی دهند 

توجه قابل  طور  به  است  فرا  یممکن  کمک    ریتفس  ندیدر 
هندس   ،همچنینکنند.   تا   هالکه   نی ا  یشکل  باد    خ یربا 

از آن  و    مطابقت دارد  برآورد    توان می با استفاده  را  لکه  سن 
ی رد. می ک نشت نفت    صیتشخ  يبرا  یروش احتمال  کتوان 

تصاو   هم) به (شبیه   ی انوسی اق  ي های ژگ ی و  ری از سا   SAR  ر یدر 
داد.   آمار  نیا در  توسعه  اطلاعات  از  از  بدست   يروش  آمده 

مثلقبل  يهاي ریگاندازه  ف  ی  هندس  یک یز یمشخصات    ی و 
تشخیصبرا و  ي  و  نفت    تفاده اس  یعی طب  يهای ژگینشت 
نمونه با استفاده از دو روش مختلف    ر یتصو  براي هر.  شودمی 

ارزهم  به و شبیه احتمال نشت نفت   ،  ردی گی قرار م  ی ابی مورد 
مقا   جی نتا  ،سپس روش  از    .]11[  شود  ی م  سه یدو 

می سیستم  هم  هوشمند  لکه هاي  تشخیص  براي  هاي  توان 
ها تنوع زیادي دارند،  این سیستم     . ]13[  نفتی استفاده کرد 

اشاره    منطق فازي توان به  هاي هوشمند می از جمله سیستم 
روش   که  کرد مصنوعیهاي هوشمند  از  که  می   هوش  باشد 

لکه طبقه براي   نفتیبندي  ،  ]14[  شودمی استفاده    هم   هاي 
  ي نشت نفت توسط کارشناسان به عنوان الگوهادر این روش  

مورد برسی قرار  خاص   نهیزم یک مشخص، در اشکالبا  رهی ت
  ل یو تحل  هی را تجز  يار ماهواره ی تصاو  ستمیس  نی ا  ،گیرندمی 

  ن ییتعباشد را نشت نفت    ره یت ر ی تصو این که کرده و احتمال  
چند  یخروج  ؛ کندی م که    ری تصو  نی شامل  است  جدول  و 

برا  را  لازم  اخت  يریگم ی تصم  ياطلاعات  قرار    ار ی در  کاربر 
  و شد    یمعرف  ]15[  ابتدا درگرا در  ی ش  یکردرو  ک. یدهد ی م

طبقه  فازي بنداز    یره ت  نقاطزدن  برچسب   يبرا  يکننده 
شد لکه   استفاده  شبیه و  و  نفت  کلاس  به هاي  دو  به  را  هم 

کر  تقسیم  تصمیم دن مجزا  درخت  ماژول  از  هم  د.  گیري 
طبقه می  براي  لکه توان  دستهبندي  چهار  به  تاریک  :  هاي 
نفت    یبه هم، نقاط مشکوك، نقاط تار و نشت احتمال  هیشب

کرد از  ]16[  استفاده  یکی  براي    د یجد   هاي ک یتکن. 
نفت    يبندطبقه  ازنشت  درختان    یجنگل  استفاده  از 

شبیه   باشدمی ي  ریگم ی تصم و  نفت  نشت  دو  به که  در  هم 
تقسیم  می دسته  روش    یک  ،] 18[  در.  ] 17[  دن شوبندي 

  ي موجک بر رو یه با استفاده از تجزشده نظارت یمه ن  یصتشخ
شده    SARیر تصاو  شبکه ارائه  از  استفاده  عصبی  است.  هاي 

هاي نفتی در دریا بسیار  مصنوعی هم براي تشخیص آلودگی 
دارد قبولی  قابل  دقت  و  است  اولین  ] 19[  مناسب  در   ،

  یر شده از تصاویین تع  یشاز پ  يهایژگی و  هاي عصبی،شبکه 
SAR   به شبکه داده    ، مربوطه  ي هابرچسب   برآورد  ر به منظو

در  ]1[  شدی م براي دی جد  یروش.  نفت    ییشناسا  ،  از  نشت 
برا دست   يهایژگی و عصب  يساز  شبکه  موجک    یآموزش 

را    SAR  یر شده در تصاوگرفته   یاهس  يهالکه   و   شداستفاده  
  ند کرد  يبندبه نشت نفت و مناطق آب دست نخورده طبقه 

مشابه  ،  ]20[ طور  دیگر  به  تحقیقی   يشبکه   یکاز  در 
  ی شبکه عصب یک نیی ، به منظور تعک یژنت تم یو الگور یعصب
برا  باًیتقر نشت    به  کی تار  لاتی تشک   يبندطبقه   يمطلوب 

  آن   هدفکه    ]21[  شد  استفادهبه    همبه شبیه   یانفت  
مورد    يورود يهای ژگ ی رساندن و  حداقل به    براي  ي سازنه یبه

ع در  و  طبقه   نی استفاده  دقت  کردن  حداکثر    ي بندحال 
  هاي مورد نظر است. داده 

هاي عصبی هاي عصبی، شبکه تري از شبکه نوع پیشرفته 
شبکه   باشدمی   1کانولوشن این  بررسی که  و  مطالعه  براي  ها 

و سري داده  زیاد  بعد  با  تصاویر  نظیر  حجیم  زمانی هاي  هاي 
شبکه   ، همچنین  . ] 23و22[   شوند می   استفاده  توانایی این  ها 

هاي قبل هاي سطح بالاتري را نسبت به روش استخراج ویژگی 
پنج ها به  داده     ، ] 26[   . در شبکه ارائه شده در] 25و24[  دارند 

شبیه  کشتی،  آب،  زمین،  تقسیم به کلاس  نفت  و  بندي هم 
مجم شده  از  مقاله  این  در  داده واست.  از عه  حاصل  هاي 

که توسط آژانس ایمنی دریانوردي اروپا   1- ي سنتینل ماهواره 
2EMSA   72[   شود می استفاده   ، استتهیه شده [ .   

لکه شناسایی  مقاله  این  از  هدف  تصاویر  از  نفتی  هاي 
سنتینلپردازشپیش سنجنده  منظور  1- شده  افزایش    به 

 .باشدهاي مشابه گذشته میبندي نسبت به کار دقت طبقه
دادهابتدا   از  استفاده  از  با  متشکل  که  ورودي    2172هاي 

شود و در انتها دقت  شبکه آموزش داده می ،باشدتصویر می
طراحی از  شبکه  استفاده  با  مورد    238شده  مجزا  تصویر 

   .شودهاي مشابه مقایسه میبا کارگیرد و میقرار ارزیابی 

 
1 Convolution neural network 
2 European Maritime Safety Agency 

https://dx.doi.org/10.52547/jgst.12.2.30
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دو  بخش  مقاله    در  می ها  داده   ابتدااین  ،  شوندمعرفی 
طراحی  سپس   عمیق  یادگیري  شبکه  قسمت چند  هاي  و 

بر مختلف این شبکه  ادامه  و  شودسی می رها  هاي  متر اپار  در 
. قسمت  دن شوداده می   معرفی و شرحمختلف ارزیابی شبکه  

  3در بخش است.  شده  می تنظ  ریمقاله به شرح ز  ن یا هاي بعد 
مورد بحث قرار    و   مورد ارزیابی قرار گرفته آمده  بدست   ج ی نتا
  شود. ی ارائه م  4در بخش  يری گجه ی ، نتتی در نها ند و ریگی م

  نظري   مبانی   -2
قسمت این  دادهابتدا    ،در  مجموعه  مورد درمورد  هاي 

می بحث  تحقیق  این  در  هاي  شبکه  ،سپس  .کنیماستفاده 
مختصر    کانولوشنعصبی   می بصورت  در شوند  معرفی  و 

 بطور کامل  مورد استفاده در این تحقیق را  هايانتها روش
  دهیم. شرح می

 ها مجموعه داده  -2-1

مطالعه توسط ماهواره   ن ی داده مورد استفاده در امجموعه 
1-Sentinel   فضا آژانس  توسط  و  آمده  دست   1اروپا  یی به 
 )ESAطر از  دسترس   ق ی )   ع ی توز   2Copernicusباز    یمرکز 

 28از    ی نفت  ی آلودگ   ها حوادث، این داده ] 27و 26[  استشده 
م   2017اکتبر    31تا    2015سپتامبر   پوشش   .د ن دهی را 

مجهز به  Sentinel-1 ت ی مامور   ي شده برابه کار گرفته   ماهواره 
در   است SAR ستم ی س  برداري C-band محدوده که   تصویر 
با  لومتری ک  250  باًی تقر   SAR سنسور  ی نی کند. محدوده زمی م 

مکانی  ا   10  ×   10  دقت  است.  نشان   ن ی متر  مشخصات 
را   زمین از    ی ع ی تواند مناطق وسی م  SAR دهد که سنسور ی م 

و    پوشش  کوچک (   کوچک   عوارض   ، همچنین دهد   )نسبتاً 
را  ی مانند کشت  این   پلاریزاسیون   ، ، همچنین شناسایی کندها 

 ،براي مثال  ؛ ) VHو   VV(پلاریزاسیون   باشد می دوگانه  ر ی و ا تص 
 يعمود  -   شود موج عمودي ارسال می   (VV)در پلاریزاسیون  

موج عمودي ارسال   ، (VH)  و در پلاریزاسیون  شود می   افت ی در 
مورد شود می   افت ی در  ی افق -شود می  تصاویر  پلاریزاسیون   .

همچنینمی   (VV)استفاده   و  پردازش   ، باشد  لازم پیش  هاي 
  باشد:سازي شده که شامل مراحل زیر می ها پیاده روي آن 

 EMSAشناسایی هرگونه نشت نفت توسط سازمان  -1

 
1 European Space Agency 
2 Copernicus Open Access Hub 

هم بوده از به مناطقی که شامل نشت نفت یا پدیده شبیه   -2
  درآورده شدند.   650× 1250تصاویر خام بریده شده و به ابعاد 

 .  آمدهتصاویر بدست کالیبراسیون رادیومتریکی -3
اسپکل   استفاده  -4 یک  بردن    7× 7فیلتر    3از  ازبین  براي 

 .  نویز تصاویر
به مقادیر   dbاعمال یک تبدیل خطی براي تبدیل مقادیر    -5

 .4واقعی درخشندگی
هاي خام تصویر از مجموعه داده  1112  ، بعد از مراحل بالا

SAR  بر   ، بدست آمد از  براي   EMSAهاي سازمان  سی ر پس 
زمینی تهیه شده که هم بصورت تمامی تصاویر ماسک واقعیت 

RGB   نشان می متمایز  رنگ  یک  با  را  کلاس  هر  که  باشد 
تک می  بصورت  هم  و  در  دهد  استفاده  براي  هاي مدل بانده 

ماسک حقیقت زمینی  ، . همچنیناست ارائه شده   شبکه عصبی 
شامل   تصاویر  شبیه   5این  نفت،  نشت  آب،  هم، به کلاس 

 کشتی و سطح زمین است.
) شکل  تصاویر  1در  از  نمونه  یک   (SAR    ابعاد با 

نمایش داده  همراه با واقعیت زمینی این تصویر   650×1250
نقاط  استشده  تصویر    روشن ،  می   SARدر  و  کشتی  باشند 

شبیه  یا  نفتی  لکه  تاریک  همچنینبه نقاط  و  هستند    ، هم 
  باشند. می سطح زمین  تر تصویرروشن  هاي قسمت 

در این شکل بطور واضح چالش بر انگیز بودن مجموعه  
میداده مشخص  لکهها  زیاد  شباهت  و  با  باشد  نفتی  هاي 

   .باشدمشخص میبه هم  هیاجزاي شب 
بزرگ  چالش  و  نبوده  موجود  چالش  تنها  این  تر  البته 

ها  هاي نفت نسبت به کل پیکسل بودن نسبت پیکسل پایین 
این نسبتمی  براي حل    باشد که  بوده و  با یک درصد  برابر 

تصویر   هشت  به  تصویر  هر  تبدیل  از  بعد  مشکل،  این 
لکه کوچک  فاقد  که  تصاویري  و    تر،  بودند حذف شده  نفتی 

این نسبت به سه درصد افزایش پیدا کرد و این موضوع در  
شود. همانطور که قبلا  تري شرح داده می ادامه بصورت کامل 

تصاویر ابعاد  شد،  تصاویر  می   650× 1250  اشاره  و  باشد 
ولی   پنج کلاس هستند،  از  متشکل  زمینی  این  واقعیت  در 

لکه  تشخیص  تنها  هدف  می تحقیق  نفتی  به  هاي  باشد، 
همین دلیل تصاویر واقعیت زمینی به دو کلاس نفت و غیر  
نفت تغییر داده شد تا از محاسبات اضافی جلوگیري شود و  

  تمرکز اصلی روي تشخیص نفت باشد. 

 
3 Speckle filter 
4 Real luminosity 

https://dx.doi.org/10.52547/jgst.12.2.30
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هاي مختلف نیاز به تغییر  براي آموزش شبکه   ،همچنین 

نظر می  مورد  باتوجه به شبکه  تصاویر  این  اندازه  در  و  باشد 
هاي مختلف ثابت  تحقیق سعی شد ابعاد تصاویر براي شبکه 

به همین خاطر ابعاد نهایی تصاویر برابر با   ،درنظر گرفته شود
درنظر گرفته شد. هدف تیم، استفاده حداکثري    320×320

به همین    ،استکل تصاویر در آموزش و تست شبکه بوده   از
تصویر   هر  ابعاد    650× 1250دلیل  با  تصویر  هشت  به  را 

کناري    320×320 تصویر  با  تصویر  هر  که  شد    10تبدیل 
بیشتر   استحکام  سبب  امر  همین  و  دارد  مشترك  پیکسل 

شده  همچنینشبکه  تصاویر    ، است،  پایین  و  بالا  پیکسل  ده 
  ، اصلی براي رسیدن به ابعاد مورد نظر حذف شد و درنهایت

تصویر با ابعاد کوچکتر    8896تصویر اصلی تبدیل به    1112
تصاویري که شامل حداقل یک پیکسل    ، شد. در مرحله بعد

براي آموزش و تست شبکه انتخاب شدند و بقیه   ،نفت بودند
تعداد    ،و تست خارج شدند. درنهایتتصاویر از روند آموزش  

آموزشی   برابر    2172تصاویر  تست  تصاویر  تعداد  و  تصویر 
  تصویر شد.   238

  هدف هاي کلاسها و تعداد پیکسلتعداد کل پیکسل  -1جدول  
  (نشت نفت) 

ي کلاس ها تعداد کل پیکسل   ها تعداد کل پیکسل 
  هدف 

  تست   آموزش  تست   آموزش

800 /412 /222  200 /371 /24  436/416/8  662/727  

  

) جدول  پیکسل 1در  تعداد  و  )،  هدف  کلاس  هاي 
است که با  زمینه در تصاویر آموزشی و تست آورده شده پس

هاي کلاس هدف، چالش بر انگیز  توجه به تعداد کم پیکسل 
  بودن کار پیش رو کاملا مشخص است. 

تشخ  یدگیچیپ   شتریب  حیتوض  يبرا نشت    صیمشکل 
تعداد نمونه  ينفت،  مجموعه SAR ر یتصو  يهااز  داده، از 

ارائه    ) 2(مربوطه در شکل    زمینی  قتیهمراه با ماسک حق
اشده بدتریم  راها  مثال  نیاست.  عنوان  به   نیتوان 
  دید توان  یم  و  در نظر گرفت  صیتشخ  در روش  وهایسنار

تما ي است.  کار دشوار  يشباهت ظاهر  ونشت نفت    زیکه 
وس  یاهیس  يهالکه مناطق  تصاو  ی عیکه  را  SAR ریاز 

م معمولاً یپوشش  طرفی  ؛ هستند  همبههیشب   دهند    ، از 
ا  ،هستند  نفتنشت    معمولا  ی طولان  رهیت  هايلکه   ن یبا 

ا ن  شهیهم  موضوع   نیحال  استیصادق  بر  علاوه  ، نی. 
     SARاز تصویر  عیمنطقه وس کیکه  ینفتت نش صیتشخ

می شامل  هم را  برانگ  اریبس  تیوضع  ک ی  شود    ز یچالش 
است.    را یز  ؛است لکه نفت مبهم  به این که  شکل  توجه  با 

لایه شبکهاولین  عمیق    يهاي  پیچشی    1DCNNعصبی 
بافت و غیره   ها،گوشه  ها،هاي سطح پایین مانند لبهویژگی

تواند به  کند، عوارضی با مرزهاي تار را نمیرا استخراج می
هاي هاي بعدي شبکه بته در لایه الطور دقیق شناسایی کند،  

DCNN   اشکال هندسی    هاي سطح بالاتري مثل چون ویژگی
ها تا حدودي قابل پیچیده قابل استخراج است، این ویژگی

  باشند. شناسایی می

 
1 Deep Convolutional Neural Network 

    
  (ب)  (الف) 

،  یکشت يا، قهوه همبهه یمربوط به نشت نفت، قرمز شب ياروزه یمربوطه. رنگ ف  واقعیت زمینی  ماسک ریو (ب) تصو SAR ر ی(الف) نمونه تصو -1شکل 
  .است ایسطح در يبرا اهیو س یسبز خشک

https://dx.doi.org/10.52547/jgst.12.2.30
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باشد، نقاط تاریک در  ) مشخص می 2همانطور که در شکل ( 
هاي نفت از این  باشند و باید لکه بسیار زیاد می   SARتصاویر 

هاي تیره تفکیک شود تا بتوان یک سیستم هشدار دقیق  ه لک 
  هاي نفت طراحی شود. براي شناسایی زود هنگام لکه 

  
   کانولوشنهاي عصبی شبکه -2-2

شبکه  شبکه پایه  مصنوعی،  عصبی  پرسپترون  هاي  هاي 
شبکه می  جزء  که  رو باشند  به به هاي  می جلو  آیند.  شمار 

عصبی  شبکه  شبکه   کانولوشن هاي  از  خاصی  عصبی  نوع  هاي 

پیشرو  زیرمجموعه روش   . 1عمیق  عمیق  یادگیري  هاي  هستند 
می  محسوب  ماشین  ویژگی یادگیري  از  یکی  و  هاي  شود 

متما  و  روش یز برجسته  ساختار  کننده  عمیق،  یادگیري  هاي 
هاي  سلسله مراتبی و چند لایه آن است. تفاوت ساختار شبکه 

شبکه   کانولوشن عصبی   به  مصنوعی،  نسبت  عصبی  هاي 

 
1 Deep Feedforward Networks 

    

  

  
  واقعیت زمینی  (ب) SARتصویر   (الف)

  ها و ماسک واقعیت زمینی آن  SARهایی از تصویر نمونه  -2شکل   

https://dx.doi.org/10.52547/jgst.12.2.30
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گرفته محدودیت    درنظر  نورون هاي  بین  ارتباط  در  در  شده  ها 
ها سبب کاهش  باشد. این محدودیت ی می کانولوشن هاي  شبکه 

شبکه  داده   کانولوشن هاي  عمومیت  با  مواجهه  متنوع  در  هاي 
این شبکه   ، است شده  دیگر ساختار  طرفی  از  به  اما  توجه  با  ها 

آن  خاص  تصویر  قیود  ساختار  با  مناسب  و  منطبق  کاملا  ها، 
محدودیت  به  باتوجه  ساختار  است.  در  شده  اعمال  هاي 

مسئله  لوشن کانو هاي  شبکه  حل  براي  محاسبات  میزان   ،
به میزان قابل توجهی  بندي نسبت به شبکه طبقه  هاي عصبی 

هاي بیشتري  لایه   بتوان کاهش یافته و این مسئله سبب شده تا 
شبکه  به  پیاده نسبت  و  طراحی  عصبی  .  کرد سازي  هاي 

شده   کانولوشن هاي  شبکه  تشکیل  اصلی  لایه  سه  که  از  اند 
هاي غیر  اي از ویژگی ها استخراج سلسله یه وظیفه اصلی این لا 
سه نوع لایه مورد استفاده در ساختار    باشد. خطی از تصاویر می 

CNN   کانولوشن اند از: لایه  عبارت  (Conv) و لایه    1، لایه ادغام
با قرار دادن این لایه FC)2(  کاملا متصل  به ،  صورت متوالی،  ها 

شبکه   می کانولوشن ساختار  ایجاد  شبکه ی  انتهاي  در    ، شود. 
عنوان  لایه معمولا   تحت  را    Softmaxاي  تصاویر  دارد که  قرار 

 کند. بندي کرده و برچسب تصاویر را مشخص می دسته 
ي اتصال محلی درنظر  ی مشخصه کانولوشنهاي در شبکه 

ت و هر نورون به یک محدوده مکانی خاص از  اسگرفته شده 
است   متصل  خود  تعداد    کهورودي  کاهش  باعث  امر  این 

میزان    ،گردد و همچنینهاي قابل تنظیم در شبکه می متغیر 
اعمال    کانولوشن یابد. خروجی لایه  محاسبات هم کاهش می 

فعالسازي غیر خطی  شده بر نقشه  تابع  از یک  هاي ویژگی، 
در یک لایه   (i,j)براي هر موقعیت   ड़ढ़ߙکند. خروجی  عبور می 

  آید. دست می در تصویر از رابطه زیر به   کانولوشن
ड़ढ़ߙ ) 1( = ܹ))ߪ ∗ ܺ)ड़ढ़ + ܾ) 

بردار   بردار ورودي به هر   Xبردار وزن،    Wدر رابطه بالا 
باشد. هدف تابع فعالسازي براي نورون می   ߪایاس و ب   bنورون،  

بایاس براي هر نورون می   ، فرایند آموزش باشد. تعیین وزن و 
شبکه  خطی    کانولوشن هاي  در  غیر  تابع  از   3ReLUمعمولا 

 ReLUشود. مزیت استفاده از براي تابع فعالسازي استفاده می 
همه  براي  که  است  ورودي این  یک ي  صفر،  از  بزرگتر  هاي 

شبکه  یادگیري  به  ثابت  مشتق  این  که  دارد  ثابت  مشتق 
  شود.صورت زیر تعریف می به   ReLUبخشد. تابع  سرعت می 

 
1 Pooling 
2 Fully connected 
3 Rectified linear unit 

)2 ( ReLU: max(X,0)  

  باشد.می ReLUورودي تابع  Xدر رابطه بالا 
لایه   Poolingلایه   از  دیگر  شبکه یکی  عصبی  هاي  هاي 
و  می   کانولوشن  اصلی  باشد  لایه  هدف    کردن کوچک این 

تصویر ورودي به منظور کاهش بارمحاسباتی، حافظه و تعداد  
ریسک   کردن  (کم  استoverfittingپارامترها  طرفی  )  از   ،

باعث ورودي  تصویر  اندازه  شبکه    کاهش  حساسیت  کاهش 
تصویرعصبی   جابجایی  به  موقعیت)   نسبت  از    (مستقل 

ندارندرون ون شود.  می  ها  در واقع آن   ،هاي لایه پولینگ وزن 
تابع    ادغام   عملیات  یک  از  استفاده  با  همانند    ادغام را 

می   یاماکزیمم   انجام  مثال  دهند.میانگین  تابع    در  ،براي 
  قبل   يلایه   در  تولید شده  ویژگی  هايادغام ماکزیمم، نقشه 

وارد  عنوان  به یک    و  شوندمی   پولینگ  لایه  ورودي  در 
مشخص عنوان    به  ها ورودي   مقدار  بیشترین   همسایگی 

آن    خروجی  عنوان  به  و  شده  انتخاب  برجسته  ویژگی
و این روند براي کل نقشه ویژگی    گرددمعرفی می  همسایگی
  .یابد تا یک نقشه ویژگی جدید تولید شود ادامه می 

پی  استفاده  از  لایه  در بعد  چند  از  تابع  کانولوشن پی   ،
تابع  فعال  و  متصل پولینگ  سازي  تماما  لایه  یک    (FC)  از 

می  استاستفاده  پیدا  لایه  این  نام  از  که  همانطور    ، شود. 
نورون نورون  تمامی  به  لایه  این  در  موجود  موجود  هاي  هاي 

است متصل  خود  ماقبل  لایه  دلیل  ؛در  همین    تعداد   ،به 
  سایر   از  بیشتر  توجهی   قابل  طور  به  تنظیم  قابل   پارامترهاي

  صورت  به زنی  تماما متصل  هايلایه  از پس. بود  خواهد هالایه 
از تابع  گردد که اغلب می  استفاده فعالساز  یک تابع از معمول

  متصل   تماما   يلایه   در .  شودمی   استفاده  ReLUسازي  فعال 
  تصویر   در  موجود  هاي کلاس   تعداد  به  خروجی  ابعاد   ،انتهایی
می   خواهد تعلق  امتیاز  یک  هر کلاس  به  با  بود و  که  گیرد 

کلاس  ربر  امتیازها  این  نظر  سی  مورد  نورون  براي  برنده 
در لایه تماما متصلی که در انتهاي شبکه   گردد.مشخص می 

می  گرفته  درنظر  استثنا  دارد  تابع  قرار  از  معمولا  و  شود 
می   Softmaxفعالسازي   تابع  استفاده  این  خروجی  شود. 

فعالسازي درجه عضویت هر کلاس را براي نورون مورد نظر  
 شود. ر تعریف می نماید و به صورت زیمشخص می 

)3 ( P(y = j | ܺ) =
ℯ௑೅ௐೕ

∑ ℯ௑೅ௐೕ௄
௞ୀଵ
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کلاس    به  عضویت  احتمال  بالا  رابطه  بردار jدر  براي  ام 
شود. سی می رکلاس موجود بر  Kدر میان  Wبا وزن  Xنمونه 
هاي مختلف را در بازه احتمال مربوط به کلاس  Softmaxتابع  

بیشترین احتمال نرمال می   1تا    0 کند و کلاسی که داراي 
  شود.عنوان کلاس برنده انتخاب می باشد به 

  1بندي معنایی تقسیم -2-3

تقسیم  از ایده  پیکسل  هر  که  است  این  معنایی  بندي 
طبقه  خاص  کلاس  یک  به  را  کار تصویر  روش  کند،  بندي 

شبکه  استهمانند  عصبی  شبکه   ، هاي  اینجا  در  ولی 
عمیق طراحی  کمی  استشده  بر   ، تر  علاوه  اینجا  در  چون 

پیکسلمشخص  هر  کلاس  درون می   ، کردن  اشکال  توان 
شبکه  در  قابلیت  این  که  داد  تشخیص  هم  را  هاي تصاویر 

 2بینی متراکمعصبی وجود نداشت، به این روش معمولا پیش 
هاي یکسان نشان ا اشیاء مشابه با برچسب در اینج  . گویند می 

بندي وجود دارد به نام شوند، اما نوع دیگري از تقسیم داده می 
تواند اشیاء جداگانه از همان کلاس که می  3بندي نمونهتقسیم 

 بندي کند.را پیدا کند و جداگانه تقسیم 
بندي  بندي معنایی و تقسیم ) تفاوت تقسیم 3در شکل (

تقسیم .  باشد می نمونه مشخص   نمونه در  هایی  بندي معنایی 
طبقه  واحد  کلاس  یک  در  هستند  جنس  یک  از  بندي  که 

می می  یکسان  برچسب  و  در    ،خورندشوند  که  درصورتی 
خورد  بندي نمونه، هر نمونه یک برچسب جداگانه می تقسیم 

هایی که از یک  حتی نمونه   توانمی و با استفاده از این روش  
ماهیت یک  یا  کلاس می   جنس  به  را  متفاوت  باشند  هاي 

  . کردبندي  طبقه 

  
(شکل   بندي نمونه(شکل چپ)، تقسیم  بندي معناییتقسیم  -3شکل 

  راست)

 
1 Semantic Segmentation Models 
2 Dense Prediction 
3 Instance Segmentation 

ن لکه بندي  طبقه این پژوهش  هدف   از یک  فهاي  تی که 
و نیاز    باشد می   در یک کلاس واحد   جنس و ماهیت هستند

نفتی   جداگانه بندي  به طبقه  در یک کلاس جداگانه   هر لکه 
هایی استفاده از الگوریتم باید  بندي  پس براي طبقه   ،باشد نمی 
بندي معنایی هاي تقسیم سازوکارشان بر اساس روش که    شود 
ادامه  . باشدمی  ساختار    ، در  درمورد  مختصري  توضیحات 

  . شودداده می شده هاي طراحی شبکه 

  U-Net معماري شبکه  -2-4

برادر   U-Net ي معمار   ر ی تصاو  ي بندم یتقس  يابتدا 
محدود  ] 28[  شد   شنهادی پ  ی پزشک ست ی ز آن  کاربرد  اما  به  ، 

پ نیستتصاویر  م  U_Net  .]30و29[  زشکی  به  ی را  توان 
 شی چ یشبکه کاملاً پ  کی  ازاي  یافته توسعه  یک مدل عنوان  

)4(FCN  ل ی که عمدتاً از دو بخش تشک   ]31[  در نظر گرفت  
  Net-U  .6و قسمت کدگشایی   5کدگذاري قسمت  است:  شده 

شبکه گرفته    کدگذاري و کدگشایی  نی متقارن ب  يز معمارا
  ي روی پ FCN بر  یمبتن  ياز معمار کدگذاري  ری است. مسشده 

محتوای م ثبت  آن  هدف  و    و   است   ر ی تصو  ک ی  ي کند 
  ر ی پذرا امکان   قی دق  7ي سازمحلی ،  کدگشایی  ریبرعکس، مس

حال و    کندی م فی در    با یابد،  می   کاهش  شبکه  يلترهای که 
تر عیوس  ییبازنما شدهاستخراج  یژگیاز نقشه و يبردارنمونه

  . شودیم جادی ا يتراما کم عمق
) شکل  چپ  سمت  شبکه  4قسمت  کدگذاري  مسیر   (

  ک یو    3×    3  کانولوشناز دو  باشد که در هر لایه آن  می
max_pooling  2    ×2    گام یک    2با  اندازه    dropoutو  به 

  ی ژگینقشه وابعاد    شود که سبب می  استاستفاده شده  0.2
 یژگیو  يهاتعداد کانال  و در مقابل،کاسته شود    جیبه تدر

کند  شیافزا مسیر    .پیدا  شبکه  راست  سمت  قسمت  و 
  ش یرا افزا  رزولوشن مکانی  جیبه تدرباشد که  گشایی میکد 

  2×2  ولوشناز کان  ي،برداردهد و در هر مرحله از نمونهیم
)"up-convolution"م استفاده  کانال ی )  که   يهاکند 
م  یژگیو کاهش  ایرا  بر  علاوه  از  نیدهد.  مرحله  هر  در   ،

ی ژگیبا نقشه و  برداري شدهی نمونه ژگی، نقشه وکدگشایی
از ازدست رفتن    يریجلوگ  يبرا  مرحله کدگذاري  همربوط ب

 
4 Fully Convolution Network 
5 Encoder 
6 Decoder 
7 Precise Localization 
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میاطلاعات     آنشوندترکیب  دنبال  به  و   کانولوشندو    ،، 
می  3×  3  یدرپیپ که  اعمال  کانولوشنشود  باعث این  ها 

کانال  شوندمی و  هايابعاد  ابعاد   یژگینقشه  و  شود  نصف 
تصویر به تدریج کاهش یابد. در آخرین مرحله از این شبکه  

 یشده اعمال میی کدگشا  یخروج  يرو  1×1کانولوشن    کی

و بردار  تا  پ  یژگیشود  کلاس  کسلیهر  تعداد  به   ياهرا 
و   دهد  بسط  تقس  کی دلخواه  هر    يبرا  يبندمیماسک 

رو،  . با توجه به دو کلاسه بودن کار پیشکند  دیتول  کسلیپ
تصویر ورودي و در   ابعاد  به  تصویر  لایه آخر یک  خروجی 

  باشد. دو باند می

  
  شدهطراحی  U_Netمعماري شبکه  -4شکل 

 

  FC-DenseNetمعماري شبکه  -2-5

  ک یاز  متشکل    یمعمول  معنایی  يبندمیتقس  يمعمار
 يهایژگیکه مسئول استخراج و  1ن ییپا  يبردارنمونه  ریمس

  دیگر   ي بردارنمونه  ر یمس  ک یبه دنبال آن    ودرشت    ییمعنا
برا تصو  یابیباز  يکه  خروج  ي ورود  ریوضوح    مدل   یدر 

هاي  مدل  ،بعد از گذشت چند سال  شود. استفاده می  است
هاي بندي معنایی معمولی جاي خودشان را به مدلتقسیم
  داشتند. بندي پیشرفته تري دادند که کارایی بهتري تقسیم

مدل این  از  داشته  یکی  هم  قبولی  قابل  نتایج  که  ها 
بر    شبکهاین    دهیا.  ]32[  باشدمی  FC-DenseNetمدل  

 
1 Downsampling 

ا هر لا  اصل  نیاساس  اگر  که  مستق  هیاست  طور  به   میبه 
  ق یمتصل شود، شبکه دق  جلوبهروبه صورت    گرید  هايلایه

) معماري شبکه  5شکل (   تر خواهد بود.آسان  وزشتر و آم
FC-DenseNet  ادامه ساختار  شده میطراحی در  که  باشد 

  دهیم. شبکه را توضیح می
پیچیده    FC-DenseNetsشبکه اتصال  الگوي   یک 

هاي خروجی  است که به طور مکرر همه ویژگی طراحی کرده 
پیش  صورت  می   2خور به  متصل  هم  مثال  به  براي  شوند. 

  شود. به صورت زیر تعریف می  ℓ௧௛خروجی لایه  

ℓݔ ) 4(  = ,ℓିଶݔ,ℓିଵݔ])ℓܪ … .  ([଴ݔ,

 
  2 Feedforward    
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الحاق    ] عملیات   ...  ] می   1که در آن  این را نشان  دهد. 
از  مجدد  استفاده  افزایش  سبب  شدت  به  ارتباطی  الگوي 

نقشه ویژگی است   kشود. خروجی هر لایه داراي  ها می ویژگی 
شود و معمولا روي یک گفته می   2که به این پارامتر نرخ رشد

  شود.) تنظیم می k=32مقدار کوچک (به عنوان مثال  

  
  شدهطراحی  FC-DenseNetمعماري شبکه  -5شکل 

ها باشد و فلش دهنده الحاق می ) دایره نشان 5در شکل (
هاي  باشد که قسمت در شبکه می   3دهنده الگوهاي اتصال نشان 

می  متصل  هم  به  را  شبکه  و مختلف  افقی فلش  کنند  هاي 

 
1 Concatenation 
2 Growth rate 
3 Connectivity 

نشان  یعنی خاکستري  هستند،  پرش  اتصالات  دهنده 
نمونه نقشه  مسیر  از  ویژگی  نقشه  4پایین  برداري هاي  هاي با 

نمونه مسیر  در  مربوطه  بالا ویژگی  متصل    5برداري  هم  به 
ابتدا و انتهاي    1×1شوند. دو لایه کانولوشن با ابعاد  می در 

 شبکه وجود دارد. 
می  Denseبلوك   مختلف  لایه  چهار  در شامل  باشد. 

خروجی  ଴ݔدي  وور  ابتدا یا  ورودي   transition(تصویر 

down  با تعداد بعد (m  شود و با اعمال  وارد این بلوك می
یک عملیات کانولوشن و سپس یک یکسو کننده غیرخطی  

  ଵݔخروجی    ،dropoutو در اغلب موارد یک  ReLU) مانند  
 ଴ݔکند و این خروجی به ورودي  یرا تولید م kبا تعداد بعد 

می می   ([x0,x1])  الحاق بعدي  لایه  وارد  و  این  شود  شود. 
 هايویژگی   شود که در انتها ابعادعملیات چهار بار تکرار می 

  باشد. می k×4برابر با  Denseخروجی بلوك 
مکانی    transition downلایه   رزولوشن  کاهش  براي 

باشد که به ترتیب متشکل از یک تابع  هاي ویژگی می نقشه 
، یک  (ReLU)سازي، یک یکسو کننده غیرخطی مانند نرمال 

یک  1×1کانولوشن    ،dropout    ادغام یک  باشد.  می   2×2و 
نمونه  مسیر  در  که  باشید  داشته  تعداد   برداريتوجه  پایین 

مویژگی افزایش  خطی  بصورت  نقشهیها  ابعاد  و  هاي یابد 
  یابد. (رزولوشن مکانی) کاهش می ویژگی

تشکیل    6از یک کانولوشن معکوس   transition Upلایه  
نمونه را  دریافتی  ویژگی  نقشه  که  میشده  و  برداري  کند 

از اتصال پرش    دریافتیویژگی    این نقشه ویژگی را با نقشه 
بعد تشکیل شود. در   Denseکند تا ورودي بلوك  الحاق می

نمونه بالاقسمت  نقشه  ،برداري  مکانی  رزولوشن  هاي چون 
می افزایش  درحال  بیشتري    ،باشندویژگی  حافظه  به  نیاز 

دلیل  .باشدمی همین  نمونه  ،به  مسیر  ورودي  در  برداري 
 شود. به خروجی بلوك الحاق نمی Denseهاي بلوك 

  +DeepLabV3 معماري شبکه  -2-6

+  DeepLabv3، به نام DeepLab ي معمارارتقاء  نیآخر
افزودن    نامگذاري شد و  ]33[ موثر و در    يرمزگشا  کیبا 
بهقبل  يهانسخهبه    حال ساده  نیع این  ی  که  آمده  وجود 

  ز یمتما يمرزها دیتول بندي سبب طبقه  جیاصلاح نتامدل با 

 
4 Downsampling 
5 Upsampling 
6 Transposed convolution 
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بر    ي متکی رمزگذارقسمت  .  استشده  بین عوارض مختلف   
حال  ]DeepLabv3  ]34چارچوب   در   کی  از  کهیاست، 

عنوان  به  ]36  و  Xception  ]35و همسو با    شدهمدل اصلاح
  ي بندم یبا تقس یدرستکه به استفاده شده  مدلستون فقرات 

شده   یی معنا مدل    است.سازگار  در    DeepLabv3معماري 
شده 6(   شکل آورده  ادامه)  در  که  شرح   است  را  مدل  این 

  . شودداده می

  
  شدهطراحی   +DeepLabV3معماري شبکه  -6شکل 

با    ،ترقیشبکه عم  کیبا هدف ساختن    Xception  مدل
اافتهیگسترش    ي شتریب  يهاهیلا با گام   ن،یاست. علاوه بر 

کانولوشن   )max pooling(  ادغام  لایههر    برداشتن یک    با 
  ک یتفک کانولوشن  است.  جایگزین شده  1ی عمق  ریپذکیتفک 
عنوان    یعمق  ریپذ برا   کیتکن   ک یبه  محاسبه    يکارآمد 

هزکانولوشن   با  پ   یمحاسبات  نهیاستاندارد    شنهاد یکمتر 
کانولوشن به دو مرحله  اتیمنظور، عمل نیا  ياست. برا شده
(الف)  شودیم  میتقس (ب)    ی عمقکانولوشن  :  کانولوشن و 

رو  مکانی   ند یفرآ  ک ی  ی عمقکانولوشن  .  يانقطه هر    يبر 
برعکس، کانولوشن و    به صورت جداگانه است  يکانال ورود

است که    1×1ساده با اندازه هسته  یک کانولوشن    يانقطه
خروج م  یعمقکانولوشن    یدر  اطلاعات   شودیاعمال  تا 

ی توسط عمق کانولوشن  کند.    بیرا در هر کانال ترک  یمکان
به    شودی م   یبان ی پشت  Atrousکانولوشن   جداسازي که منجر 

می  و کانولوشن  را   ی محاسبات   ی دگ ی چ یپ   تواند ی م   شود  مدل 
را   اه وضوح دلخو  ی ژگ ی و  يها نقشه از    درنهایت  کاهش دهد و 

آخر  کند.  مدل    ن یاستخراج  که  ن ی ا   Xceptionاصلاح   است 
و   2يادسته   يساز نرمال   یک   3×3  ی عمقکانولوشن  هر    بعد از 

 
1 Depthwise separable convolution 
2 Batch normalization 

 قسمت رمزگذاري  یباشد. خروج   ReLU  ي سازفعال   ه ی لا   ک ی 
تقو یک  به   م   3ASPPشده  ت ی نسخه  هدف   شود. ی ارسال 

ASPP   مق چند  اطلاعات  است.   ی اس ی ارائه  مدل  از   ي جدا   به 
 لی تشک   ی شاخه اضاف   ک ی از    Atrous  ،ASPP  کانولوشن چهار  
نقشه  يبر رو   ن ی انگی ادغام م  یک اپراتور  است که با اعمال شده 

فراهم   را  global  بستراطلاعات  ي  رمزگذار  قسمت   ی ژگ ی و 
متصل می  ASPP  ي ها  ی. خروج کندمی هم  از    شوندبا  و 

م  1×1کانولوشن    هیلا  کی قسمت   کنندیعبور  و خروجی 
 شود.رمزگذاري تولید می

ورود  ي دارا  یی رمزگشا  ماژول  اول   ، است  يدو    ورودي 
با    یکه به صورت دوخط است  يرمزگذار یشاخه اصل  جهینت

دوماست  شده   ي بردارنمونه   چهار   بی ضر ورودي  نقشه    و 
پا   ی ژگیو از  استخراج   ن ییسطح  ي  رمزگذار  قسمتشده 

توسط    باشد می  شده  پردازش   1×1کانولوشنال    ه یلا   کیکه 
ا  متعادل   کانولوشن   نیاست.  منظور  اهمبه    ن یب  تی کردن 

پا  يهای ژگیو رمزگذاري  ری تصو  نیی سطح  و    قسمت 
اعمال    يرمزگذار   قسمت  ییمعنا   شدهفشرده   يهای ژگیو
ورودشودی م دو  هر  و  کیدر    ي.  هم    یژگی نقشه  به 
اصلاح    يبرا  یمتوال  3×3  کانولوشناند که در آن دو  وسته یپ
م  وسته ی پ  يهای ژگیو نها ی اعمال  در  به    یخروج  ت، یشود. 

شود تا ابعاد  ی م  ي بردارچهار نمونه   بی با ضر  ی صورت دوخط
 شود.  یابیباز  يورود ری تصو  هی اول

الگوریتمی   4تابع ضرر  میزان مناسب بودن  محاسبه  براي 
شده بینی باشد و با مقایسه مقادیر پیش ایم می که آموزش داده 

مقادیر و واقعی بدست می  مقادیر بینیپیش  آید. اگر  با  شده 
یابد. واقعی فاصله زیادي داشته باشد، تابع ضرر افزایش می

توجه با  که  دارد  مختلفی  انواع  ضرر  داده  توابع  ها نوع 
استفاده   Diceشود. در این پژوهش از تابع ضرر  انتخاب می

بینایی   Diceضریب  .  استشده در  پرکاربرد  معیار  یک 
باشد که براي محاسبه شباهت بین دو تصویر  کامپیوتر می

تابع ضرر 2016در سال   این ضریب  .است به عنوان یک   ،
عنوان ضرر    ] 37[  معرفی شد با  است  نامیده شده  Diceو 

  شود. می که بصورت زیر محاسبه

,ࣳ)ݏݏ݋ܮ ݁ܿ݅ܦ ) 5( ෠ࣳ) = 1−
2 × ࣳ ෠ࣳ + 1
ࣳ + ෠ࣳ + 1

 

 
3 Atrous spatial pyramid pooling 
4 Loss 
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  هاي ارزیابی شبکهمعیار -2-7 

مدل فعال خروجی  تابع  نوع  دو  از  حاصل  سازي  ها 
فعال می تابع  از  حاصل  (الف)  که  Sigmoid  سازيباشند:   ،

تک به    هباندتصاویري  پیکسل  هر  تعلق  احتمال  که  بوده 
با گذاشتن یک حد    ،دهد. بنابراین کلاس هدف را نشان می

از   بیشتر  مقدار  با  احتمالات  تولید را    0.5آستانه  براي 
از تابع  (ب) حاصل   .شدبندي باینري انتخاب تصاویر تقسیم

تصاویري Softmaxزيسافعال  که  باند  ،  هر    هدو  که  بوده 
تعلق   احتمال  یا  باند  نفت  کلاس  به  پیکسل  داشتن 

  . کندزمینه را مشخص میپس
  ها اطلاعات مدل -2جدول 

DeepLabV3+  FC_DenseNet  U_Net  مدل  
  تعداد پارامترها   12/ 559/ 170  1/ 394/ 544  610/852/11

Dice loss  Dice loss  Dice loss   تابع ضرر  

مقایسه با  حالت،  این  هر    در  براي  باند  دو  این  مقادیر 
پیکسل و انتخاب مقدار بیشتر، کلاس هر پیکسل مشخص  

تقسیم  شد نهایی  تصاویر  با شدتولید    باینري  بنديو   .
تقسیم  تصاویر  واقعیت مقایسه  تصاویر  و  باینري  بندي 

از .  کردرا محاسبه    1ریختگی درهمماتریس    توانمیزمینی  
شود، از  ریختگی، چندین معیار استخراج میماتریس درهم 

مثبت   مقادیر  ،  (TN)  صحیحمنفی    ،(TP)  صحیح جمله 
این (FN)  و منفی کاذب  (FP)  مثبت کاذب از  با استفاده   .

دقت معیار  توانمی ها  معیار حساسیت 2هاي  صحت3،   ،4 ،
مدل  را    IoUو    5F1امتیاز   ارزیابی  در  .  کردمحاسبه  براي 

معیا پنج  این  معیار  بین   معیار  ترینگیرانهسخت  IoUر، 
بقیه   مقداراست و معمولاً   به    دارد   هامعیار  کمتري نسبت 

)،  7)، (6روابط محاسبه این پنج معیار در معادلات (  .]38[
   است. ) تعریف شده10(  ) و9، ()8(

)6( Accuracy =
ܶܲ + ܶܰ

ܶܲ + ܰܨ + ܶܰ +  ܲܨ
 

 
1 Confusion matrix 
2 Accuracy 
3 Sensitivity 
4 Precision 
5 F1-score 

)7 ( Sensitivity =
ܶܲ

ܶܲ +  ܰܨ
 

)8 ( Precision =
ܶܲ

ܶܲ +  ܲܨ
 

)9 ( F1− score =
2 × Precision. Sensitivity
Precision + Sensitivity  

 

)10 ( IoU =
ܶܲ

ܶܲ + ܲܨ +  ܰܨ
 

 نتایج    -3

  238تصویر براي آموزش شبکه و    2172در مجموع از  
شده  استفاده  شبکه  تست  براي  تصاویر  تصویر  ابعاد  است. 

برابر   و  بوده  برابر  و خروجی  باشد.  می   320×    320ورودي 
رندداده درصد    ده  ،همچنین  بصورت  آموزشی  براي  و هاي  م 

استفاده شده  در  است.  ارزیابی مدل  استفاده  مورد  تابع ضرر 
ضرر  شبکه  جدول  می   Diceها  در  تعداد    ،)2(باشد. 
شبکه پارمتر  آموزش  استفاده  هاي  مورد  ضرر  تابع  نوع  و  ها 

هاي یادگیري عمیق یکی از عوامل  در مدل   است.آورده شده 
شبکه  آموزش  سرعت  در  پارامتر موثر  میزان  شبکه ها،   هاي 

پارامتر   ]26[  باشدمی  افزایش  با  آموزش  و  زمان  معمولا  ها 
 یابد. شبکه افزایش می 

) جدول  به  توجه  مدل ه ب،  )2با  ،  U_Net  هايترتیب 
DeepLabV3+    وFC_DenseNet   پارامتر هاي  بیشترین 

شبکه  براي  را  طراحی آموزشی  روند  هاي  در  دارند.  شده 
حافظه  ها مدل آموزش   محدودیت  دلیل   6دسته  اندازه ،  به 

براي مدل    گرفته نشدثابت   با    U_Netو  و براي دو    4برابر 
با   دیگر   هاي مدل  شددرنظر    12  برابر  ثابت  گرفته  تجربه   .

هاي بدست آمده  دقت   ،کرده هرچه اندازه دسته بیشتر باشد
   .]25[  دنباش نیز بیشتر می 
همانطور باشد.  ها می آمده از مدل ) نتایج بدست 3جدول ( 

شد اشاره  قبلا  معیار   ، که  بین  معیار  در  ارزیابی،   IoUهاي 
تر از گیرانه چون این معیار سخت   ، معمولا مقدار کمتري دارد

معیار  می سایر  براي ها  معیار  این  از  موارد  اکثر  در  و  باشد 
مدل  عملکرد  می ارزیابی  استفاده  براي شود.  ها  مقدار  بهترین 

درشت  را  ارزیابی  معیار  کرده هر  قابل تر  راحتی  به  که  ایم 
باشد.   به تشخیص  توجه  هاي مدل   ، دقت معیار    با 

 
6 Batch size 
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  DeepLabV3+  ،FC-DenseNet   و   U-Net بهترین بترتیب 
داشته  را  حساسیت، ،  اند نتایج  معیار  به  توجه  هاي مدل   با 
DeepLabV3+  ،U-Net    وFC-DenseNet   بهترین بترتیب 

داشته  را  صحت   ،اند نتایج  معیار  به  توجه  هاي مدل ،  با 
DeepLabV3+  ،FC-DenseNet   و   U-Net   را نتایج  بهترین 

به   با ،  اند داشته  هاي مدل ،  F1-score  ارزیابی   معیار   توجه 
DeepLabV3+  ،FC-DenseNet  و  U-Net   بهترین ب ترتیب 
مورد ارزیابی  IoUها با معیار  مدل   و درنهایت  اندنتایج را داشته 

نتایج به  توجه  با  که  گرفتند  ،  +DeepLabV3هاي  مدل   قرار 
U-Net    وFC-DenseNet   بهترین  بت را داشته رتیب  . اند نتایج 

بیشترین مقادیر را   +DeepLabV3در بین این سه مدل، مدل 
  است.هاي ارزیابی بدست آورده براي همه معیار 

  
  هاي ارزیابی شبکه نتایج پارامتر  -3جدول  

DeepLabV3+  FC_DenseNet  U_Net  مدل  

0.982  0.979  0.976 Mean Accuracy 
(%) 

0.695  0.623  0.655  Mean Sensitivity 
(%)  

0.838  0.814  0.730  Mean Precision 
(%)  

0.760  0.706  0.691  Mean F1-score 
(%)  

0.613  0.545  0.547  Mean IoU  
 (%)  

 

) پیش 7شکل  نتایج  مدل بینی )  براي  شده    تصویر   7ها 
آمده  هاي بدست با توجه به خروجی  دهد.متفاوت را نشان می 

با   نتایج  مقایسه  با  واق و  می عتصاویر  زمینی  که  یت  بینیم 
ها خروجی بهتري  نسبت به سایر مدل  +DeepLabV3شبکه 
هاي هدف  با توجه به پایین بودن مقدار پیکسل   است.داشته 

پس  به  هم نسبت  و  عدمزمینه  تصویر    چنین  کافی  وضوح 
SAR،  هیچ تصاویر  از  بعضی  مدلدر  از  به  کدام  قادر  ها 

نبوده  درست  تشخیص در   ؛اندنفت  که  است  درحالی  این 
اند بطور کامل نفت  ها توانستهبعضی از تصاویر، هر سه مدل

دهند تشخیص  (،  را  شکل  قرمز  )  7در  دایره  با  که  نواحی 
داده   می است قسمت شده نشان  به  هایی  هر شبکه  که  باشد 

است و نواحی که با مستطیل آبی  اشتباه نفت تشخیص داده 
نواحی می داده شده نشان  نتوانسته است  است  باشد که شبکه 

دهد.   تشخیص  را  نفت  هر سه مدل در  در بعضی موارد  لکه 
بوده  ضعیف  تصاویر  جزئیات  کردن  به پیدا  را  جزئیات  و  اند 

  +DeepLabV3ولی بطور کلی مدل    اند خوبی تشخیص نداده 
  ها بدست آورد. توانسته نتایج خیلی بهتري نسبت به سایر مدل 

هایی که در یادگیري ماشین با  ترین چالش یکی از مهم
رو  کم به آن  مشکل  هستیم  هدف  رو  کلاس  درصد  بودن 

پس  به  می نسبت  سعی  زمینه  مختلف  مقالات  در  که  باشد 
روش  با  مثال،  شده  براي  کنند.  غلبه  آن  بر  مختلفی  هاي 

با ابعاد    ییها را به تکه  SAR  ری تصاو  ]39[ شعبان و همکاران
م  ل یتبد   64× 64 که  به    زانیکردند  نسبت  نفت  لکه 

بوده و با استفاده    ری درصد کل تصو  60تا   40  نی ب  نهیزمپس
معمار دقت    يبندطبقه   کیدر    U-Net  ياز  به  کلاسه  دو 

طرفی  .  افتندی دست    ینفت  يهالکه   صیتشخ  براي  ٪92 از 
آور  يبرا نفت،    ق یدق  يبندم ی تقس  دنبه دست  نشت  موارد 

ب پس   نیتعادل  کلاس  و  نفت  است    نهیزمنشت  ممکن 
که  ری پذامکان  آن  نباشد  جبران  استخراج    توانی م   براي  از 
ش   يهای ژگی و  یدست استاندارد  انحراف  مثل  ، 1ء یخاص 

پس  استاندارد  ش  2نه یزمانحراف  قدرت  نسبت  به    ء یو 
در  3ن یانگیم که  ب  .] 40و20[  استفاده کرد    از   شتری به دقت 

  ي ری ادگیبر   یمبتن  يها. معمولا در روش اندافته ی  دست ٪92
ساختارها42و41[  قیعم از  که  استخراج    يبرا   CNN  ي] 
همچن  يهای ژگیو و    SAR  ر یتصاو   ي بندطبقه   ن یخودکار 

کرده  برااستفاده  پس   ياند،  نسبت  کلاس    نهیزمکاهش  به 
تصاو تقسش یآزما  ری هدف در  از  تکه   ری تصو  می شده،    ي هابه 

 اند. استفاده کرده  ترکوچک 
پ  يهامدل -ResNet  يهامانند شبکه  ده، یدآموزش  ش یاز 

101  ،VGG-16    ي ها شبکه و  GAN   ا ی ]  43و 41[   در  
سطح   CNN  ي ها شبکه  برا 24[   مانند   ی چند    ي بند طبقه   ي ]، 
اند و دقت شده   ی متوسط معرف   ي ها، با عملکرد وصله   ک ی اتومات 

ولی باید به این نکته توجه داشت که    ندارند  يادیز  یلیخ
توان با انجام  در حالت کلی در مباحث یادگیري ماشین می

ها، دقت مدل را تا تغییرات کوچک در ساختار شبکه و داده
  مقدار قابل قبولی افزایش داد. 

کار میزان  مقایسه  براي  ماشین  یادگیري  هر  در  آمدي 
معیار پیادهمدل،  مدل  ارزیابی  با  شدسازيهاي  را  ه 

  کنند.هاي دیگر مقایسه میهاي ارزیابی مدلمعیار

 
1 Object standard deviation 
2 Background standard deviation 
3 Object power to  mean ratio 
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  بوده است.  0.0001ها برابر با  دور آموزش شبکه، نرخ یادگیري براي کل مدل  50بعد از  تصویر متفاوت 7ها براي بینی شده مدل نتایج پیش  -7شکل 
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ارزیابی زمانی درست و قابل قبول می    این  باشد درضمن، 
و نوع هاي مورد استفاده در همه مدل داده که   باشد  یکی  ها 
هاي مورد استفاده به دلیل این که داده   ها تغییري نکند. داده 

تحقیق زیادي روي  ،است تولید شده  2019سال در این مقاله  
نشده  انجام  تنها ما    ، استآن  یک مقاله مرتبط پیدا   توانستیم 

هاي مورد استفاده در هاي این مقاله داده نویسنده . ] 26[  کنیم
پیش  جمع   رو مقاله  را   ، آوري را  مختلف  مدل  شش  و 

و  U-Netهاي ها، مدل این مدل  که از بین ند ا ه سازي کرد پیاده 
DeepLabV3+   می مشترك  مقاله  دو  هر  مدل   باشد بین  و 
FC-DenseNet   دیتاست این  روي  باري  اولین  براي 

تابع ضرر از    ها براي کل مدل   ،. همچنین است سازي شده پیاده 
cross-entropy   کرد بودند استفاده  مدل، با و    ه  نوع  به  توجه 

. با توجه به درنظر گرفته بودند   16یا    12اندازه دسته را برابر با 
تصویر(بزرگ  ابعاد  آموزش 650× 1250بودن  مرحله  در   ،(

م یک تصویر با سایز و شبکه از هر تصویر آموزشی بصورت رند 
اصلی 320×320معمولا  (  تر کوچک  تصویر  قسمت  یک  از   (

کردند.  معیار    انتخاب  نتایج  مقاله  این  گزارش   IoUدر 
شبکه    کهاست  شده  به  مربوط  معیار  این  مقدار  -Uبالاترین 

Net    با برابر  که  مدل  0.538بوده  از  بعد  و    U-Net  است 
بوده که    +DeepLabV3مربوط به مدل    IOUبیشترین مقدار  

با   است    .است   0.534برابر  درحالی  مقادیر  این   IoUکه 
مدل بدست  از  با    هاي ماآمده   0.613و    0.547،  0.545برابر 

بدست می  مقادیر  همه  و  مقدار باشد  حداکثر  از  بزرگتر  آمده 
IoU   در بدست نشان می   ] 26[   آمده  موضوع  این  که  باشد 
شبکه می  طراحی دهد  عمل توانسته   شدههاي  خیلی کرد  اند 

کار  به  نسبت  باشند بهتري  داشته  گذشته  مشابه  این   هاي  و 
   موضوع بسیار امیدوار کننده بود.

  ي ریگ جهینت  -4
نفت   ي  هاطیمح ي  دهایتهد  بزرگترین  از  ی ک ی نشت 

ساحل  ییایدر م  ی و  جد یمحسوب  طور  به  و  بر    يشود 
نگرانیم  ریتأث  ییایدر  ستمیاکوس و    ی اسیس  يهایگذارد و 

زیم   جادیا  یطیمحستیز و    ییایدر  ستم یاکوس  رایکند، 
جد  یساحل طور  به  تأث  يرا  م  ریتحت  در دندهیقرار   .

روشسال اخیر  لکههاي  شناسایی  براي  زیادي  هاي  هاي 
  ن یا  دراست.  اي ارائه شدهنفتی با استفاده از تصاویر ماهواره 

موارد    یی شناسا  ي برا  ق یعم  يریادگیچارچوب    کیمقاله،  
تصاو در  نفت  ابتدا  شد  یمعرف  SAR  رینشت  از  .  یک  هر 

ابعاد    ریتصاو ابعاد   اب  ریتصو  هشت  به  650×1250×3با 
تکشد.    لیتبد  320× 320×3 تصاویر  ادامه  از در  کلاسه 

حذف   آموزش  روند    شدندروند  در  مثبتی  بسیار  تاثیر  که 
داشت طراح  ،سپس  ،آموزش  ، U-Net  هايشبکه  یبا 
DeepLabV3+    وFC-DenseNet  پارامتر تنظیم  هاي  و 

شبکه این  لکههامختلف  نفت،  شناسایی    تشخیص  هاي  و 
ها براي آموزش شبکه  Diceاز تابع ضرر    ،همچنین   .شدداده

نتایج    شدهاستفاده   کارکه  به  نسبت  بهتري  هاي خیلی 
مدل  قبلی همه  داشتهبراي  معیار    IoU  است.ها  بهترین 

مدل عملکرد  مقایسه  میبراي  به    ،دباشها  نسبت  که  چرا 
معیار سختسایر  است.گیرانهها  براي    IoUنتایج    ترین 

  FC-DenseNetو    +U-Net  ،DeepLabV3هاي  مدل
برابر     ، همچنین باشد.می  0.545و    0.613،  0.547بترتیب 

و    +U-Net  ،DeepLabV3هاي  براي مدل  F1-scoreنتایج  
FC-DenseNet    برابر   0.706و    0.760،  0.691بترتیب 

مدل  باشد.می نتایج  این  اساس  ،  +DeepLabV3  هايبر 
FC-DenseNet  و  U-Net  برايترتیب  ه ب را  کارایی   بهترین 

  .اندهاي نفتی داشتهشناسایی لکه
هاي نفتی  ها در تشخیص لکه جهت بهبود عملکرد مدل

هاي هواشناسی مانند  تاثیر پارامتر توانهاي دیگر میدر کار
همچنین  داد.  قرار  برسی  مورد  نیز  را  باد  توان  می  ،سرعت 

هاي راداري و استخراج لبه را در کنار تصاویر موجود ویژگی
کرد. مدل  وارد  آموزش   ،همچنین  ورودي  درصورت 

میمدل مختلف  تجمعی هاي  یادگیري  اثر  در   1توان  را 
  رار داد.  بهبود نتایج مورد ارزیابی ق

  سپاسگزاري 
می لازم  مقاله  این  فضااز    دانندنویسندگان    یی آژانس 

) داده)ESAاروپا  گذاشتن  اختیار  در  دلیل  به  نشت ،  هاي 
  .  دداشته باشنکمال تقدیر و تشکر را نفت 

 
1 Ensemble Learning 
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